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 چكیده

های اساسی در اقتصاد مالی است که نقش مهمی در مدیریت ریسک،  بینی نوسانات بازار سهام یکی از چالش پیش 

های کلاسیک  گذاری دارد. با وجود موفقیت روش گذاری و اتخاذ تصمیمات سیاست های سرمایه طراحی استراتژی 

های  ها در مواجهه با وابستگیبندی نوسانات، این روش سازی خوشه در مدل  GARCH و   ARCH اقتصادسنجی مانند

های  های اخیر، توسعه فناوری دهند. در سال هایی نشان میهای مالی محدودیت بلندمدت و رفتارهای غیرخطی داده 

، امکان استخراج الگوهای پیچیده و  GRUو    RNN ،LSTMهای بازگشتی نظیر ویژه معماری یادگیری عمیق و به

زمانی مالی را فراهم ساخته است. هدف پژوهش حاضر، بررسی و مقایسه عملکرد این  های  های پنهان سری ویژگی

  . باشد میها  پذیری آن بینی نوسانات بازار سهام ایران و ارزیابی دقت، پایداری و قابلیت تبیینسه مدل در پیش 

سال داده  طی  تهران  بهادار  اوراق  بورس  روزانه  اطلاعات  شامل  پژوهش  با    ۱۴۰۳تا    ۱۳۹۴های  های  که  است 

امکان  بر می  مشاهده روزانه را در ۲۴۰۰ روز معاملاتی در سال، در مجموع ۲۴۰احتساب این حجم داده  گیرد. 

ها  و ارزیابی عملکرد مدل   .کندرا در شرایط واقعی بازار فراهم میها   بینی مدلارزیابی دقیق و مقایسه قابلیت پیش

و دقت جهت حرکت بازار(    نسبت شارپ) و معیارهای مالی  (MSE  ،RMSE  ،MAE) های آماری بر اساس شاخص 

دهد، مدل  بالاترین دقت و پایداری را ارائه می  ۰.۹7با ضریب تعیین     LSTMانجام شد. نتایج نشان داد که مدل  

GRU     عملکردی نزدیک به  ۰.۹۴8با ضریب تعیین LSTM   و سرعت همگرایی بالاتر دارد، و مدلRNN   پایه با

های  کنند که معماریها تأیید میبینی نوسانات بلندمدت دارد. یافتههایی در پیشمحدودیت  ۰.8۹ضریب تعیین  

پیشرفته می  برای توسعه سامانه بازگشتی  مؤثری  ابزارهای  باشند.  های پیش توانند  و مدیریت ریسک  مالی  بینی 

های یادگیری  چندمنبعی و چارچوب های  های هیبرید، داده های آتی، مدل شود در پژوهش همچنین، پیشنهاد می 

 .ها مورد استفاده قرار گیرندبینیپذیری پیش منظور بهبود دقت و تعمیمآنلاین به 
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 مقدمه   -1

دهی به  هایی پویا، پیچیده و حساس، نقشی اساسی در تخصیص کارای منابع و شکل عنوان نظام بهبازارهای مالی  

گذاران  های سرمایه گیری قطعیت در تصمیمها دارند. نوسانات بازار سهام، که بازتابی از میزان عدم گذاری بازده سرمایه

آید، بلکه بر ثبات مالی و  شمار می تنها معیاری کلیدی برای سنجش ریسک بهو شرایط کلان اقتصادی است، نه 

بینی نوسانات بازار سهام از  رو، تحلیل و پیشازاین (. ۱۹7۰، ۱)فاما  گذاری اقتصادی نیز تأثیر مستقیم داردسیاست 

،  ۲انگل)  های مالی برخوردار است گیری های معاملاتی و تصمیمجایگاهی ویژه در مدیریت ریسک، طراحی استراتژی 

 (.  ۱۹8۶،  ۳؛ بولرسلف ۱۹8۲

قابل دستاوردهای  وجود  مدل با  خانواده توجه  مانند  اقتصادسنجی  در   GARCH و ARCH یهای کلاسیک 

های مالی واقعی، که  ها در مواجهه با داده بندی نوسانات و واریانس شرطی، این مدل هایی نظیر خوشه توضیح پدیده 

 شوندغالباً دارای ساختارهای غیرخطی، اثرات متقابل چندمتغیره و رفتارهای ناایستا هستند، دچار محدودیت می 

های  گیری از مدل اند تا پژوهشگران به سمت بهره ها موجب شده این محدودیت  (.۲۰۰5  ،5لوری؛ ت۲۰۰۱،  ۴کانت )

های زمانی های یادگیری عمیق سوق یابند که قادرند روابط پیچیده و وابستگی ویژه روش یادگیری ماشین و به

 (. ۲۰۱5  ،۶و همکاران   لکان) ها استخراج کنندبلندمدت را از دل داده 

ی  شده های بهینهو نسخه   7(RNN) های عصبی بازگشتی های مختلف یادگیری عمیق، شبکه در میان معماری 

اند عملکرد  توانسته 9 (GRU)دارو واحد بازگشتی دروازه  8 (LSTM)مدتی طولانی کوتاه های حافظه آن یعنی شبکه

؛  ۱۹۹7  ،۱۰دهابر یو اشم  تریهوکرا) های زمانی مالی از خود نشان دهندبینی سری سازی و پیش توجهی در مدل قابل

ی بلندمدت و استخراج  ها با قابلیت حفظ حافظه این معماری (.  ۲۰۱7 ،۱۲گرف و همکاران  ؛۲۰۱۴،  ۱۱چو و همکاران 

 .کنندهای پیچیده بازار و رفتار نوسانی آن را فراهم میالگوهای وابستگی زمانی، امکان شناسایی دینامیک

نشان   (۲۰۲۲)  ۱۳لو یپتروز  اند. برای مثال،نیز این برتری را تأیید کرده  المللی اخیرهای بین های پژوهش یافته

دقت   GARCH های کلاسیکهای سهام، نسبت به مدلبینی نوسانات روزانه شاخص در پیش   LSTM داد که مدل

(  ۲۰۲۴)  ۱۴سونگ و همکاران های ریسک معنادارتری تولید کند. در پژوهشی دیگر،  تواند سیگنال بیشتری دارد و می 

بینی نوسانات ارائه کردند که با لحاظ ساختارهای  ، مدلی هیبریدی برای پیش GRU و  CNN هایبا ترکیب شبکه

 
1 Fama 
2 Engle 
3 Bollerslev 
4 Cont 
5 Taylor 
6 LeCun et al. 
7 Recurrent Neural Networks (RNN) 
8 Long short-term memory (LSTM) 
9 Gated Recurrent Unit Networks 
10 Hochreiter & Schmidhuber 
11 Cho et al. 
12 Greff et al. 
13 Petrozziello 
14 Song et al. 
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ای جدید با  در مطالعه (  ۲۰۲5) ۱وانگ و همکاران بینی را بهبود داد. همچنین،  توپولوژیک شبکه بازار، دقت پیش 

، نشان دادند که رویکردهای هیبریدی مبتنی بر یادگیری عمیق در  LSTM و   BEKK-GARCH ترکیب ساختار 

   .های سنتی عملکرد بهتری دارندسازی نوسانات چندمتغیره نسبت به مدل مدل 

 LSTM هایاند که در آن، مدل های چندفرکانسی یا ترکیبی تمرکز کرده ی مدل تری نیز بر توسعه مطالعات تازه 

شوند و دقت  ادغام می   (CEEMD)یافتهو تجزیه تجربی حالت تعمیم 2هایی مانند تبدیل موجک با تکنیک   GRUو

(.  ۲۰۲5وانگ و همکاران،    ؛۲۰۲۴  ،۳ی و البوهاد  یبودر) دهندطور معناداری افزایش می بینی نوسانات را به پیش 

یافته می این  نشان  بهره ها  که  معماری دهند  از  روش گیری  کنار  در  عمیق  یادگیری  سیگنال های  پردازی  های 

 .های بازارهای مالی است چندمقیاسی، مسیری نویدبخش در تحلیل پویایی

انجام مطالعات  نیز،  داخلی  سطح  سال در  طی  اخیرشده  داده  های  مدل نشان  که  عمیق  اند  یادگیری  های 

امیری و  قبولی ارائه کنند. برای نمونه،  بینی قیمت و نوسانات بازار سرمایه ایران عملکرد قابل اند در پیش توانسته 

بینی قیمت سهام بانک  برای پیش  ARIMAX و   LSTM  ،GRU  ،ARIMA  های با مقایسه مدل  (۱۴۰۳) همکاران

تغییرات داده را بازتولید کند. همچنین،    ٪۹8قادر است بیش از     LSTM صادرات ایران، گزارش کردند که مدل

داده دیگری    هایپژوهش  پیش با روش GRU و  LSTM  اند که ترکیب نشان  وهای  مانند موجک  داده   پردازش 

CEEMD   نژاد و همکاران،  بینی در بورس اوراق بهادار تهران شده است )صیادی موجب بهبود چشمگیر دقت پیش

۱۴۰۳). 

باقی مانده است. نخست، بیشتر  ها، همچنان خلأهای قابل با وجود این پیشرفت  ادبیات پژوهش  توجهی در 

های  ها و شاخص تحت داده  GRU و   RNN  ،LSTMای جامع میان  مطالعات بر یک یا دو مدل تمرکز داشته و مقایسه

های آرام و بحران(  ها در شرایط متغیر بازار )نظیر دوره اند. دوم، پایداری عملکرد مدل ارزیابی یکسان ارائه نکرده 

متمرکز   RMSE و  MSE ها صرفاً بر معیارهای آماری مانند کمتر مورد بررسی قرار گرفته است. سوم، اغلب ارزیابی 

شده بر اساس ریسک کمتر به کار گرفته  اند و معیارهای اقتصادی و مالی مانند نسبت شارپ یا بازده تعدیل بوده 

 .اند شده 

مدل  هدف  با  حاضر  پژوهش  خلأها،  این  به  پاسخ  پیش در  و  بهره سازی  با  سهام  بازار  نوسانات  از  بینی  گیری 

 :اند از های بازگشتی یادگیری عمیق طراحی شده است. اهداف اصلی این پژوهش عبارت معماری 

بینی نوسانات  در پیش GRU و   RNN  ،LSTM  هایی چارچوبی یکپارچه برای مقایسه عملکرد مدل توسعه (۱

 بازار سهام؛ 

، نسبت شارپ   MSE  ،RMSE  ،MAE) های آماری و مالی متداولها با استفاده از شاخص ارزیابی کمی مدل   (۲

 ؛ و (دقت جهت حرکت بازارو  

 .های زمانی با ساختار نوسانی متفاوت )عادی و شوکی(ها در بازه قابلیت تعمیم مدل تحلیل پایداری و   (۳

 
1 Wang et al. 
2 Wavelet Transform 
3 Boudri & El Bouhadi 
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سازی و  ی مدل ی ادبیات پژوهشی در حوزه رود نتایج این پژوهش، افزون بر غنای مبانی نظری و توسعه انتظار می 

پویایی پیش  از  ارتقای درک علمی  بر یادگیری عمیق، منجر به  بازار سهام شود.  بینی مالی مبتنی  های پیچیده 

   RNN  ،LSTM  های بازگشتی عمیق نظیرسازی شواهد تجربی از عملکرد مدل توانند با فراهمهای حاصل می یافته

از منظر کاربردی، نتایج این    .ی تحلیل بازارهای مالی را کاهش دهند، شکاف میان نظریه و عمل در حوزه GRUو  

بهره قابلیت  آوردن  مطالعه  فراهم  با  مالی،  ریسک  مدیریت  در  نخست،  دارد:  را  اصلی  سطح  چند  در  گیری 

را به   (VaR) گذاری و ارزش در معرض خطرتوان ریسک پرتفوی سرمایه نوسانات آتی میتر از  های دقیقبینیپیش 

های پیشنهادی  ، خروجی مدل ۱های معاملاتی خودکار شکل کارآمدتری کنترل نمود. دوم، در طراحی استراتژی 

شده بر  سازی نقاط ورود و خروج از بازار و افزایش بازده تعدیل ای، بهینه گیری لحظهتواند مبنایی برای تصمیممی

تواند به  گذاری مالی هوشمند، شواهد تجربی این پژوهش میاساس ریسک فراهم سازد. سوم، در سطح سیاست 

های احتمالی و ارتقای شفافیت  گذاران اقتصادی در تحلیل پویایی بازار، تشخیص ناپایداری نهادهای ناظر و سیاست 

های  ای تجربی میان عملکرد سه مدل اصلی شبکه ی مقایسه ترتیب، این پژوهش ضمن ارائه بدین   .مالی کمک نماید 

های عمیق  ی معماری بینی نوسانات بازار سهام بر پایهکوشد تا چارچوبی جامع برای پیش عصبی بازگشتی، می

ارائه ده ی دقت، پایداری و  های بنیادی در زمینههای واقعی بازار، به پرسش د و با آزمون آن در دادهیادگیری 

 .ها پاسخ گویدقابلیت تعمیم این مدل

باقی  بهساختار  مقاله  سازمان مانده  زیر  پیشینه  صورت  و  نظری  ادبیات  مرور  به  دوم  بخش  است:  دهی شده 

پردازد. در بخش سوم، چارچوب نظری و  های عصبی بازگشتی میسازی نوسانات و شبکهدر حوزه مدل   پژوهش

ها،  شناسی پژوهش، شامل داده شود. بخش چهارم روش تشریح می GRU و   RNN  ،LSTM های های معماری ویژگی

دهد. در بخش پنجم، نتایج تجربی و  سازی و معیارهای ارزیابی را توضیح میپردازش، پارامترهای مدل فرایند پیش 

ها و ارائه پیشنهادهای کاربردی و  بندی یافتهگردد. در پایان، بخش ششم به جمع ها ارائه می مقایسه عملکرد مدل 

 .پژوهشی اختصاص دارد 

 

 . مبانی نظري و پیشینه پژوهش 2

عنوان یکی از ارکان اساسی نظام اقتصادی، نقشی کلیدی در تخصیص بهینه منابع، تعیین بازده  بازارهای مالی به

کنند. با این حال، ماهیت پویا و پیچیده این بازارها  ها و انتقال اطلاعات میان عوامل اقتصادی ایفا می گذاری سرمایه

بینی همراه باشد. این نوسانات که بازتابی  پیش ها همواره با نوساناتی غیرقابلشود که رفتار قیمتی داراییموجب می

شوند، بلکه اثرات  تنها شاخصی از ثبات و کارایی بازار محسوب میقطعیت بازار هستند، نهاز میزان ریسک و عدم 

تصمیم گسترده  بر  سرمایه ای  سیاست گیری  و  پرتفوی  مدیریت  )گذاری گذاران،  دارند  اقتصادی  کلان  فاما،  های 

ازاین ۱۹7۰ اقتصاد مالی و  رو، تحلیل و پیش(.  بنیادین در حوزه  از موضوعات  بازار سهام همواره  بینی نوسانات 

 .اقتصادسنجی بوده است

 
1 Algorithmic Trading 
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مدل در دهه بیستم،  قرن  پایانی  نظیرهای کلاسیک سری های  زمانی   GARCH ( و۱۹8۲انگل،  ) ARCH های 

بندی نوسانات معرفی شدند. این  عنوان ابزارهای اصلی برای تحلیل واریانس شرطی و خوشه ( به ۱۹8۶ بولرسلف،)

دلیل تکیه بر  های بازدهی ارائه دهند، اما به ای از پویایی نوسان و اثرات تداوم شوک ها توانستند درک اولیه مدل 

بازده  توزیع  بودن  نرمال  و  ایستایی  بودن،  و غیرخطی فروضی همچون خطی  پیچیده  رفتار  تبیین کامل  ها، در 

محدودیت  با  مالی  مواجه بازارهای  )کانت، هایی  تیلور، ۲۰۰۱ اند  داده ۲۰۰5 ؛  دارای  (.  معمولاً  بازار  واقعی  های 

ناایسویژگی بالا هستند که موجب میهایی نظیر  های کلاسیک در  شود عملکرد مدل تایی، چولگی و کشیدگی 

 .بینی دقیق نوسانات کاهش یابد پیش 

های چشمگیری در حوزه هوش مصنوعی و یادگیری  ها، طی دو دهه اخیر پیشرفت در واکنش به این محدودیت 

ها از دلیل توانایی در استخراج خودکار ویژگی ویژه یادگیری عمیق، رخ داده است. یادگیری عمیق بهماشین، به

  لکان ) شود های مالی محسوب میسازی داده های خام و شناسایی الگوهای پنهان، ابزاری قدرتمند برای مدل داده 

تر آن  های پیشرفتهو نسخه  (RNN) بازگشتیهای عصبی  های مختلف، شبکه در میان معماری (.  ۲۰۱5  ،و همکاران

 دار و واحد بازگشتی دروازه (  ۱۹۹7  دهابر،یو اشم  تریهوکرا) (LSTM) مدتی بلندمدت کوتاهشامل شبکه حافظه 

(GRU) (  ،۲۰۱۴چو و همکاران)  اند. ویژگی اصلی های زمانی مالی یافتهسازی سری تری در مدل کاربرد گسترده

وابستگی این معماری  بلندمدت و کوتاهها، توانایی در یادگیری  از طریق سازوکارهای حافظه و  های زمانی  مدت 

 (. ۲۰۱7گرف و همکاران،  ) اند های اولیه غلبه کردهRNN   دروازه است که بر مشکل محوشدگی گرادیان در

ها  گذاران و واکنش آن گیری سرمایهاز دیدگاه نظری، نوسانات بازار سهام بازتابی از فرآیندهای پیچیده تصمیم

های گذشته،  سازی دقیق این پدیده مستلزم شناسایی روابط پویا میان بازده به اطلاعات جدید است. بنابراین، مدل 

های فنی و متغیرهای کلان اقتصادی مانند نرخ ارز و نرخ بهره است. ساختار بازخوردی  حجم معاملات، شاخص 

ای خود  های حافظه با سلول  LSTM   ویژهکند و بهسازی این روابط را فراهم میهای بازگشتی امکان مدل شبکه 

تر و سرعت همگرایی بالاتر،  با ساختاری ساده    GRUهای بلندمدت را حفظ نماید. در مقابل،  قادر است وابستگی 

که شرایطی  نشان  داده   در  خود  از  مناسبی  عملکرد  هستند،  زمانی  محدودیت  یا  شدید  نوسانات  دارای  ها 

 (. ۲۰۲۴  ،ی و البوهاد  یبودر) دهدمی

اند.  بینی نوسانات مالی تأیید کردههای یادگیری عمیق را در پیش های تجربی اخیر نیز کارایی مدل پژوهش 

های عمیق قادرند الگوهای پنهان در  نشان داد که مدل  LSTM ( با استفاده از شبکه۲۰۲۲) برای مثال، پتروزیلو

موفق   GRU و CNN ( با ترکیب۲۰۲۴های سهام اروپایی را شناسایی کنند. سونگ و همکاران ) نوسانات شاخص 

(  ۲۰۲5طور چشمگیری افزایش دهند. وانگ و همکاران )بینی نوسانات بازارهای آمریکا و چین را به شدند دقت پیش 

ترکیبی مدل  قالب  در  پیش «LSTM–BEKK» نیز  در  مدل  این  که  دادند  ازنشان  چندمتغیره  نوسانات   بینی 

GARCH ( اشاره کردند که در برخی شرایط خاص، مانند  ۲۰۲۴) تر است. در مقابل، بودری و البوهادیسنتی دقیق

تری ارائه دهند. این شواهد  ممکن است نتایج باثبات GARCH هایهای زمانی کوتاه یا نوسانات ناگهانی، مدل بازه 

  .های داده و ساختار بازار بستگی داردهای عمیق همواره مطلق نیست و به ویژگیدهد که برتری مدل نشان می
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های عصبی بازگشتی نشان دادند  و شبکه   GARCHهای ای بین مدل ای مقایسه در مطالعه(  ۲۰۲)  ۱کای و همکاران 

های اقتصادسنجی بینی نوسانات پیچیده نسبت به مدل توانایی بالاتری در پیش  GRU و  LSTM هایکه معماری 

بینی نوسانات روزانه بازار را نسبت  ، بهبود دقت پیش  LSTM  با استفاده از چارچوب(  ۲۰۲۳) ۲. وانگ سنتی دارند

،  LSTM  نیز با توسعه یک چارچوب چندمنبعی(  ۲۰۲۴)  ۳و همکاران . خو  گزارش کرد  GARCHهای خانوادهبه مدل 

داده  افزودن  که  دادند  مینشان  معاملاتی  و  اقتصادی  مالی،  تعمیمهای چندمنظوره  قابلیت  و  پذیری  تواند دقت 

 LSTM –GRUهای هیبریدیعملکرد مدل (  ۲۰۲۲)  ۴و پاتل  یودیتر.  طور قابل توجهی افزایش دهدبینی را بهپیش 

بینی قیمت سهام ارزیابی کردند و دریافتند که تلفیق این دو معماری باعث بهبود همزمان دقت و سرعت  را در پیش 

های  نیز بر اهمیت در نظر گرفتن ویژگی(  ۲۰۲۰) 5ساکو و همکاران   مطالعات دیگری مانندشود.  ها میهمگرایی مدل 

اند که این رویکرد چندمنظوره  های بازگشتی تأکید دارند و نشان داده رفتاری و احساسات بازار در کنار معماری 

 .بینی نوسانات را افزایش دهدتواند دقت پیش می

های یادگیری عمیق در تحلیل بازار  کارگیری معماری های اخیر به های متعددی در سال پژوهش در ایران نیز، 

نشان دادند که  LSTM و CEEMD با ترکیب الگوریتم(  ۱۴۰۳نژاد و همکاران )اند. صیادی سرمایه را بررسی کرده 

توجهی افزایش دهد.  طور قابل بینی نوسانات شاخص کل بورس تهران را به تواند دقت پیش ها میحذف نویز داده 

دریافتند که   ARIMAX و    LSTM  ،GRU  ،ARIMA  هایبا مقایسه مدل (  ۱۴۰۳) و همکاران  همچنین، امیری

 های ترکیبیگیری از مدل با بهره (  ۱۴۰۲مرادی و احمدی ).  عملکرد برتری دارد  %۹8.۶7با دقت   LSTM مدل

LSTM بینی نوسانات شاخص کل بورس تهران گزارش  توجهی در دقت پیشسازی، بهبود قابل  های بهینهو الگوریتم

های یادگیری عمیق و الگوریتم ژنتیک نشان دادند که استفاده  نیز با ادغام مدل (  ۱۴۰۲) و همکاران  کردند. حسینی

 ARIMA های سنتی مانند بینی قیمت سهام را نسبت به مدل تواند دقت و پایداری پیش ها میاز این معماری 

ها با تبدیل موجک و شبکه عصبی پردازش داده کاربرد ترکیب پیش (  ۱۴۰۳)  و همکاران نژادافزایش دهد. صیادی 

بینی نوسانات بورس تهران بررسی کردند و نشان دادند که این رویکرد هیبرید باعث ارتقای  بازگشتی را در پیش

های  با شبکه  (PSO) سازی ذراتگوریتم بهینهنیز با تلفیق ال(  ۱۴۰۳شود. کاظمی و رضوی )بینی مدل میتوان پیش 

بینی نوسانات بازار شدند. علاوه بر این، مطالعاتی مانند  عصبی بازگشتی، موفق به افزایش دقت و پایداری پیش 

بهرامی و  )(  ۱۴۰۴) معصومی  و طاهری  نوری  داده (  ۱۴۰۳و  از  استفاده  اهمیت  مدل بر  و  های  های چندمنبعی 

های  های اقتصادی و رفتاری با معماری اند که ترکیب ویژگیهیبریدی در محیط بازار ایران تأکید داشته و نشان داده 

مدل    یریکارگبا به  یدر پژوهش(  ۱۴۰۳)  یافلاطون  .بخشدبینی را بهبود میپیشرفته یادگیری عمیق، عملکرد پیش 

ا  LSTM (WD-LSTM)  یموجک و شبکه عصب  هیتجز  یبیترک با کاهش معنادار خطا   نینشان داد که    ی مدل 

 
1 Cai et al. 
2 Wang 
3 Xu et al. 
4 Trivedi & Patel 
5 Sako et al. 
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نوسانات شاخص کل بورس    ینیبشیدر پ  ییبالا  یی، دقت و کارا٪۹۹تا حدود    نییتع   بیضر  شیو افزا  ینیبش یپ

 اوراق بهادار تهران دارد. 

توجهی همچنان وجود دارد. بیشتر مطالعات تنها به های پژوهشی قابلشده، شکافهای انجام با وجود پیشرفت 

،  RNN) مند عملکرد سه معماری بازگشتیاند و مقایسه نظام پرداخته  GRU یا  LSTM یک یا دو مدل خاص مانند

LSTM     وGRU)  های  ها تنها بر شاخص ای مشابه کمتر انجام شده است. افزون بر این، اغلب پژوهش در شرایط داده

معیارهای مالی مرتبط با ریسک و بازده، مانند ارزش در  تمرکز داشته و از   (MSE  ،RMSE  ،MAE) آماری خطا

های  ها در دوره اند. همچنین، پایداری مدل شده براساس ریسک، غفلت کرده یا بازده تعدیل  (VaR) معرض خطر

)دوره  بازار  مدل مختلف  تعمیم  قابلیت  و  بررسی شده  بحرانی( کمتر  و  نوسانی  آرام،  آموزش های  بین  های  دیده 

وانگ و همکاران،    ;۲۰۲۴سونگ و همکاران،  )  تیافته هنوز پرسشی باز در ادبیات علمی اس بازارهای نوظهور و توسعه 

۲۰۲5.) 

 ویژههای عصبی بازگشتی، به بر این اساس، چارچوب مفهومی پژوهش حاضر بر این فرض استوار است که شبکه 

LSTM و GRUهای زمانی و الگوهای غیرخطی، قادرند رفتار نوسانات بازار سهام  دلیل توانایی در درک وابستگی ، به

ای در این  بینی کنند. از آنجا که ساختارهای حافظه های سنتی پیشرا با دقت و پایداری بیشتری نسبت به مدل 

بنابراین،    .ها نیز در شرایط مختلف نوسانی بازار تفاوت داشته باشدرود عملکرد آن ها متفاوت است، انتظار میمعماری 

 :شوندهای پژوهش به شرح زیر تدوین میفرضیه

 :فرضیه اصلی

، منجر به بهبود معنادار در دقت، پایداری و  GRUو  LSTM ویژه های یادگیری عمیق بازگشتی، بهاستفاده از مدل 

 .شودپایه می  RNN های کلاسیک و معماری بینی نوسانات بازار سهام نسبت به مدل پذیری پیش تبیین

 :هاي فرعیفرضیه 

بینی های زمانی، دقت پیش دلیل ساختار حافظه بلندمدت و توانایی در حفظ وابستگی به  LSTMمدل   (۱

 .در برآورد نوسانات بازار سهام دارد GRU و RNN هایبالاتری نسبت به مدل 

های مالی با نوسانات شدید  تر و سرعت همگرایی بالاتر، در دادهگیری از ساختار فشرده با بهره   GRUمدل (۲

 .دهدارائه می  RNN عملکردی پایدارتر و کارآمدتر نسبت به مدل

های پرنوسان بازار قادرند الگوهای  در دوره (GRU و     RNN  ،LSTM) های بازگشتی یادگیری عمیقمدل  (۳

 .بینی کنندهای آرام بازار پیش رفتاری و تغییرات نوسانات را با دقت بیشتری نسبت به دوره 

می نشان  ادبیات  مدل مرور  اگرچه  که  ماننددهد  شرای GARCH و ARCH های کلاسیک  برخی    ویژه به-ط  در 

  مطالعات،   از  بسیاری  در  اما  دهند،  ارائه  بالاتری  ثبات  توانندمی  -ناگهانی  نوسانات  یا  کوتاه  زمانی  هایدوره 

های  دلیل توانایی در استخراج الگوهای غیرخطی و وابستگیبه GRU و    LSTMهمچون  عمیق  بازگشتی  هایمعماری 

اند. این شواهد در مجموع بیانگر آن است که چیرگی بینی نوسانات نشان داده بلندمدت، برتری معناداری در پیش 

پردازش وابسته است.  ها، نوع نوسانات و کیفیت پیشها به ساختار داده های عمیق مطلق نبوده و عملکرد آنمدل 

های داخلی و خارجی به مقایسه محدود یک یا دو معماری پرداخته،  ای از پژوهش بخش عمده   ها،با وجود این یافته
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اند.  های مختلف بازار ارزیابی نکرده ها را در رژیماز معیارهای مالی مرتبط با ریسک غفلت کرده و پایداری مدل 

اثبات عملکرد نسبی سه معماری بازگشتی در یک   (GRUو     RNN  ،LSTM) بنابراین، شکاف اصلی ادبیات در 

های نوسانی متفاوت باقی مانده  چارچوب تجربی واحد، بر پایه معیارهای ترکیبی آماری و مالی و در بستر دوره 

تری  مند و چندبعدی ارائه کند و تصویر دقیقای نظام است. پژوهش حاضر با تمرکز بر این خلأ، قصد دارد مقایسه 

 .بینی نوسانات بازار سهام ایران ترسیم نمایدهای بازگشتی در پیش از کارآمدی مدل 

 

   . روش شناسی پژوهش3
 طرح کلی پژوهش  . 3-1

بینی نوسانات بازار سهام ایران از طریق  سازی و پیش ای بوده و با هدف مدل پژوهش حاضر از نوع کاربردی ـ توسعه

انجام گرفته است. رویکرد   GRU و   RNN  ،LSTMکارگیری و مقایسه سه معماری شبکه عصبی بازگشتی شامل  به

های واقعی های سری زمانی است. در این پژوهش، از داده سازی داده پژوهش توصیفی ـ تحلیلی و مبتنی بر مدل 

ها در محیط واقعی شود تا عملکرد مدل استفاده می   ۱۴۰۳تا    ۱۳۹۴بازار بورس اوراق بهادار تهران در بازه زمانی  

های مورد استفاده در این پژوهش شامل اطلاعات روزانه بازار بورس اوراق بهادار  داده   .بازار مورد آزمون قرار گیرد

روز معاملاتی در سال، این بازه تقریباً   ۲۴۰است. با توجه به میانگین حدود    ۱۴۰۳تا    ۱۳۹۴طی دوره زمانی  تهران  

های پیوسته و منظم،  دهد. چنین حجمی از دادهمشاهده روزانه را تشکیل می ۲۴۰۰ای در حدود  ساله مجموعه ده

های یادگیری عمیق را در محیط واقعی بازار فراهم امکان تحلیل دقیق پویایی نوسانات و ارزیابی عملکرد مدل 

 .کندایجاد می  GRU و   RNN  ،LSTM های بینی معماریای مناسب برای مقایسه توان پیش سازد و زمینه می

 

 هاجامعه آماري و داده  . 3-2

انتخاب  شده در بورس اوراق بهادار تهران است. برای  های پذیرفته جامعه آماری این پژوهش شامل تمام شرکت 

های دارای نقدشوندگی بالا، سابقه  ای که شرکتگونه استفاده شده است؛ به  ۱گیری هدفمندنمونه، از روش نمونه 

 .اندهای کامل قیمتی انتخاب گردیده معاملاتی مستمر و دسترسی به داده

بهادار  داده  اوراق  پایانی روزانه سهام، شاخص کل بورس  استفاده در پژوهش حاضر شامل قیمت  های مورد 

بینی و انعکاس تأثیر عوامل  باشد. علاوه بر این، برای افزایش دقت پیشتهران، حجم معاملات و بازده لگاریتمی می

 کنندهبانکی، شاخص قیمت مصرف ، نرخ بهره بین(نرخ ارز آزاد)کلان اقتصادی، متغیرهایی مانند نرخ دلار آمریکا  

(CPI) کل نقدینگی  مدل  (M2) و  برای  کمکی  ورودی  عنوان  به  نیز  نقدینگی  رشد  نرخ  گرفته و  نظر  در  ها 

 (. ۲۰۲۴سونگ و همکاران،    ؛۲۰۲5وانگ و همکاران،  ) د انشده 

های لگاریتمی روزانه  در این پژوهش از انحراف معیار بازده   (،Volatility) برای متغیر هدف، یعنی نوسانات بازار

مدت بازار  مدت و میان روزه استفاده شده است. این روش، امکان ردیابی نوسانات کوتاه  ۳۰در یک پنجره متحرک 

 
1 Purposeful Sampling 



 471 /...  یریادگی یهایاز معمار یر ی گنوسانات بازار سهام با بهره ینیبشیو پ یساز مدلو همکاران /   عبداله زرکش مینس 

 اقتصاد مالی ه ـفصلنام 
 1404زمستان /  73پیاپی /  19 ۀدور

اندازه  برای  ادبیات مالی محسوب می را فراهم کرده و معیار رایجی  انگل،  ) دشوگیری ریسک و عدم قطعیت در 

 (.۲۰۰۱کانت،    ؛۱۹8۶بولرسلف،    ؛۱۹8۲

 های متحرک ساده و نماییهای فنی بازار سهام شامل میانگین های مالی و اقتصادی، شاخص علاوه بر داده 

(SMA/EMA)  روزه، شاخص قدرت نسبی  5۰و    ۲۰،  ۱۰،  5های  با بازه (RSI)   روزه، باندهای بولینگر با    ۱۴با دوره

گرف و همکاران،  ) اند نیز برای هر نماد لحاظ شده (MFI) و شاخص جریان نقدینگی  ۲±روز و انحراف معیار    ۲۰دوره  

 (.۱۹۹7  دهابر،یو اشم  تریهوکرا  ؛۲۰۱7

، بانک مرکزی جمهوری اسلامی ایران  ۱ها از منابع معتبر شامل سامانه مدیریت فناوری بورس تهران تمامی داده 

های فنی، بستر مناسبی برای  های مالی، اقتصادی و شاخص ترکیب داده اند.  آوری شده  و مرکز آمار ایران جمع 

 .آوردفراهم می  GRU و   RNN  ،LSTMهای  های غیرخطی توسط مدل استخراج الگوهای پیچیده و وابستگی 

های  سازی، حذف نویز و تبدیل به سری سازی، نرمال آوری، از طریق فرآیندهای پاک جمع ها پس از  تمامی داده 

های بازار حفظ شود و امکان استفاده مؤثر  های زمانی و ساختار داده زمانی با پنجره لغزان آماده شدند تا وابستگی 

؛ وانگ و همکاران،  ۲۰۱5  ،و همکاران  لکان) فراهم گردد GRU و   RNN  ،LSTM های یادگیری عمیق در مدل 

 (. ۲۰۲۴؛ سونگ و همکاران،  ۲۰۲5

مصنوعی  حافظه  از خطای  جلوگیری  نرمال   ۲برای  فرآیند  پنجره در  و ساخت  پارامترهای  سازی  لغزان،  های 

های دوره آموزش  تنها بر اساس داده  (Min-Max بندیمانند مقادیر حداقل و حداکثر برای مقیاس ) سازینرمال 

کند که مدل  اند. این رویکرد تضمین میهای آزمون اعمال گردیده اند و سپس همان مقادیر برای داده شده محاسبه  

پذیر  های واقعی و دسترس ها بر اساس داده بینیدر حین آموزش هیچ گونه اطلاعات آینده را مشاهده نکرده و پیش 

سازی دخالت  های آزمون هرگز در محاسبه پارامترهای نرمال در آن زمان انجام شود. به عبارت دیگر، مقادیر داده 

سازی  های گذشته دسترسی دارند. این شیوه مطابق با استانداردهای مدل های لغزان نیز فقط به داده نداشته و پنجره 

  ، و همکاران   لکان) کندهای زمانی مالی است و از ایجاد سوگیری مثبت در ارزیابی عملکرد مدل جلوگیری میسری 

 (. ۲۰۲5نگ و همکاران،  ؛ وا۲۰۱5

 

 

 

 

 

 

 

 

 
1 TSETMC 
2 Look-ahead bias 
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 نوسانات بازار سهام  ینیبشیپ يهاکار رفته در مدلبه. متغیرهاي 1جدول 

 منبع توضیح نام متغیر  دسته متغیر

 نوسانات بازار  متغیر هدف 
های لگاریتمی روزانه در انحراف معیار بازده

 روزه  ۳۰پنجره متحرک  

بولرسلف،    ؛۱۹8۲انگل، 

 ۲۰۰۱کانت،  ؛۱۹8۶

 های مالیداده

 

 
 

 آخرین قیمت معامله هر سهم در پایان روز قیمت پایانی سهام 
  ؛۲۰۲5وانگ و همکاران، 

 ۲۰۲۴سونگ و همکاران، 

 بازار شاخص قیمت و بازده کل  شاخص کل بورس 
  ؛۲۰۲5وانگ و همکاران، 

 ۲۰۲۴سونگ و همکاران، 

 شده روزانه تعداد سهام معامله حجم معاملات 
  ؛۲۰۲5وانگ و همکاران، 

 ۲۰۲۴سونگ و همکاران، 

)⁡ln بازده لگاریتمی 
𝑃𝑡
𝑃𝑡−1

) 
  ؛۲۰۲5وانگ و همکاران، 

 ۲۰۲۴سونگ و همکاران، 

متغیرهای کلان  

 اقتصادی

 

 

  

 نرخ ارز آزاد  آمریکا نرخ دلار 
  ؛۲۰۲5وانگ و همکاران، 

 ۲۰۲۴سونگ و همکاران، 

 بانکی میانگین نرخ بهره معاملات بین بانکی نرخ بهره بین
  ؛۲۰۲5وانگ و همکاران، 

 ۲۰۲۴سونگ و همکاران، 

شاخص قیمت  

 کنندهمصرف
 شاخص تورم ماهانه 

  ؛۲۰۲5وانگ و همکاران، 

 ۲۰۲۴سونگ و همکاران، 

 پول در اقتصاد مقدار کل پول و شبه نقدینگی کل 
  ؛۲۰۲5وانگ و همکاران، 

 ۲۰۲۴سونگ و همکاران، 

 نسبت به ماه قبل  M2درصد تغییر  نرخ رشد نقدینگی 
  ؛۲۰۲5وانگ و همکاران، 

 ۲۰۲۴سونگ و همکاران، 

 های فنی شاخص
 

 

  

 میانگین متحرک ساده 
و   ۲۰، ۱۰، 5های میانگین قیمت پایانی در بازه

 روزه  5۰

  ؛ ۲۰۱7گرف و همکاران، 

 ۱۹۹7 دهابر، یو اشم تر یهوکرا

 میانگین متحرک نمایی 
های  های اخیر در بازهدهی بیشتر به قیمتوزن

 مشابه 

  ؛ ۲۰۱7گرف و همکاران، 

 ۱۹۹7 دهابر، یو اشم تر یهوکرا

 روزه  ۱۴سنجش تغییرات نسبی قیمت در دوره  شاخص قدرت نسبی
  ؛ ۲۰۱7گرف و همکاران، 

 ۱۹۹7 دهابر، یو اشم تر یهوکرا

 روزه  ۲۰از میانگین متحرک    ۲±انحراف معیار   باندهای بولینگر 
  ؛ ۲۰۱7گرف و همکاران، 

 ۱۹۹7 دهابر، یو اشم تر یهوکرا

 شاخص جریان نقدینگی
خرید  ترکیب قیمت و حجم برای ارزیابی فشار  

 و فروش 

  ؛ ۲۰۱7گرف و همکاران، 

 ۱۹۹7 دهابر، یو اشم تر یهوکرا

 های پژوهشگر منبع: یافته
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 هاي پژوهش مدل . 3-3

 :اند ازسه معماری بازگشتی اصلی مورد استفاده در این پژوهش عبارت 

ایجاد  نخستین ساختار بازگشتی در یادگیری عمیق است که با    RNN(: RNN) تیمدل شبكه عصبی بازگش  . 1

وابستگی پیوند میان گره  زمانی،  داده های  متوالی  را مدل می های  پدیده ها  به دلیل  این حال،  با  نابودی  کند.  ی 

 (.۱۹۹۰ ،۲المان ) های مالی بلندمدت محدود است ، عملکرد آن در داده ۱گرادیان 

ی ورودی، خروجی و فراموشی،  دروازه با معرفی سه   LSTM مدل(:  LSTM) مدت ي طولانی کوتاه مدل حافظه .  2

  دهابر، یو اشم  تریهوکرا) ها را حفظ کرده و از نابودی گرادیان جلوگیری کندهای بلندمدت دادهقادر است وابستگی 

  دارند   تأخیری  اثرات  معمولاً  که  –بینی نوسانات بازار سهام  برای پیش  LSTM شود کهاین ویژگی سبب می  (.۱۹۹7

 (.۲۰۱7گرف و همکاران،  ) باشد   ترمناسب   –

های  است که با ترکیب دروازه  LSTM    ای ازشده  نوع ساده  GRU(: GRU) دار مدل واحد بازگشتی دروازه  . 3

بازنشانی، سرعت آموزش را افزایش می به و  بالا کارایی بهتری دارددهد و در داده روزرسانی  نویز  با  چو و  )  های 

ای  های پرتلاطم بازار ایران نیز گزینهتر، این مدل برای دادهساختار محاسباتی سبک دلیل  به  (.۲۰۱۴همکاران،  

 (. ۱۴۰۳ )امیری و همکاران، شودمناسب محسوب می 

 

 هاروش تحلیل داده . 4-3

گام انجام شده است تا سه معماری بازگشتی یادگیری  بهصورت یکپارچه و گام ها در این پژوهش به تحلیل داده

های  بینی نوسانات بازار سهام مورد ارزیابی دقیق قرار گیرند. ابتدا داده در پیش  (GRUو     RNN  ،LSTM) عمیق

پردازش گردید؛ این  مالی و اقتصادی گردآوری شده از بورس اوراق بهادار تهران و منابع معتبر کلان اقتصادی پیش 

ی  های زمانی با استفاده از تکنیک پنجره سازی و ساختاردهی به سری های پرت، نرمال سازی داده فرآیند شامل پاک 

بینی آینده  ها قادر به یادگیری روابط گذشته و پیشها حفظ شود و مدل های زمانی دادهلغزان بود تا وابستگی 

تفکیک شد تا امکان ارزیابی (  ٪۱5و آزمون )(  ٪۱5، اعتبارسنجی )(٪7۰ها سپس به سه بخش آموزش )باشند. داده 

 .ر شرایط مختلف فراهم گرددها دعملکرد مدل 

ها،  ها انجام گرفت. پارامترهای یادگیری شامل نرخ یادگیری، تعداد لایه ها، آموزش مدل سازی داده پس از آماده 

بهینه   ۴ای وجوی شبکه و روش جست  ۳ها با استفاده از فرآیند تنظیم ابرپارامترها اندازه پنجره زمانی و تعداد نورون 

 بینی نوسانات بازدهها برای پیش شدند تا هر مدل در بهترین شرایط یادگیری قرار گیرد. پس از آموزش، مدل 

(σ_t)  مدت استفاده شدندمدت و میان های کوتاه در بازه. 

 
1 vanishing gradient 
2 Elman 
3 Hyperparameter Tuning 
4 Grid Search 
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ها با ترکیبی از معیارهای آماری و مالی ارزیابی شد. معیارهای آماری شامل ریشه میانگین مربعات  عملکرد مدل 

 (R²) و ضریب تعیین (MAPE) ، میانگین درصد خطای مطلق(MAE) ، میانگین قدر مطلق خطا(RMSE)  خطا

بود تا از منظر   (Sharpe Ratio) شده بر حسب ریسکبودند، در حالی که معیارهای مالی شامل شاخص بازده تعدیل 

های مختلف بازار،  ها در دورهها سنجیده شود. علاوه بر این، پایداری عملکرد مدل اقتصادی نیز قابلیت کاربرد مدل 

ها در شرایط پرتلاطم و آرام تحلیل  های نوسان بالا و پایین، مورد بررسی قرار گرفت تا توان مدل از جمله دوره

 (۲۰۱8،  ۱و کراوس   شریف  ؛۲۰۲۴  ،یالبوهاد و    یبودر ) شود

، TensorFlow  ،Kerasهای  کتابخانه   و   Pythonنویسی  ها با استفاده از زبان برنامه سازی مدل تمامی مراحل پیاده 

NumPy   و Scikit-learn   انجام شد. محیطJupyter Notebook  کار گرفته شد  ها به برای تحلیل و مصورسازی داده

نجام شد تا نتایج از نظر آماری و تجربی    fold-k  ۲بل  متقا  یها با استفاده از روش اعتبارسنجو اعتبارسنجی مدل 

 .مطمئن و قابل اعتماد باشند

های واقعی بازار سهام ایران در قالب  ای طراحی شده است که هم داده گونهها بهدر مجموع، روش تحلیل داده 

بازگشتی یادگیری عمیق تحت شرایط یکسان داده سری  پارامتری  های زمانی بررسی شوند، هم سه مدل  ای و 

ها از منظر ترکیبی معیارهای آماری و مالی صورت گیرد. این چارچوب  مقایسه شوند و هم ارزیابی عملکرد آن

ها در شرایط مختلف بازار را  پذیری مدل یکپارچه امکان تحلیل دقیق، سنجش پایداری، و بررسی قابلیت تعمیم

 کندهای پژوهش ایجاد می ای محکم برای ارائه نتایج تجربی و تحلیل فرضیهآورد و پایهفراهم می

 

 پژوهش يمدل ها اجراي   ندیفرآ. 5-3

اجرای مدل  بازگشتی  فرآیند  با هدف مقایسه عملکرد سه معماری  این پژوهش  ،  RNNهای یادگیری عمیق در 

LSTM   و GRU   های سری زمانی شامل  بینی نوسانات بازار سهام طراحی شده است. در گام نخست، داده در پیش

های پرت، با  آوری و پس از حذف داده های نوسان از منابع معتبر جمع های پایانی روزانه، بازده، و شاخص قیمت

درصد(، اعتبارسنجی   7۰سازی شدند. سپس مجموعه داده به سه بخش آموزش )نرمال    Min–Max Scalingروش  

صورت منصفانه و در شرایط یکسان مورد ارزیابی ها بهدرصد( تقسیم گردید تا دقت مدل  ۱5درصد( و آزمون )  ۱5)

 .قرار گیرد

ها، نرخ  ها، نورون ای از تعداد لایهساختار بهینه GRU و  RNN ،LSTM های در گام دوم، برای هر یک از مدل 

  ; ۲۰۱7گرف و همکاران،  ) وخطا و مرور ادبیات پیشینیادگیری، و سایر ابرپارامترها با استفاده از رویکرد آزمون 

  MSE۳ی  و تابع هزینه   Adamسازها، بهینهانتخاب شد. در تمامی مدل (  ۲۰۲5؛ وانگ و همکاران،  ۲۰۲۲  لو،یپتروز

با    Dropoutی، از لایه۴برازش جلوگیری از بیش منظور  کار گرفته شدند. بهعنوان معیار خطا در فرآیند آموزش بهبه

 .استفاده شد  ۰.۲نرخ  

 
1 Fischer & Krauss 
2 Cross-Validation k-fold 
3 Mean Squared Error (MSE) 
4 Overfitting 
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برای افزایش قابلیت مدل در استخراج الگوهای پیچیده و   Tanh و  ReLUسازی غیرخطی همچنین، از توابع فعال 

ها با  ها اعمال شدند. اجرای مدل های پنهان و خروجی مدل ترتیب برای لایهغیرخطی استفاده گردید. این توابع به 

ها تحت یک  صورت پذیرفت. تمامی مدل  Keras و TensorFlowهای  و کتابخانه  (۳.۱۰نسخه  )  Pythonافزار  نرم 

پیاده  مشترک  محاسباتی  شده چارچوب  بهسازی  عملکرد  مقایسه  تا  نظام اند  گیردصورت  انجام  علمی  و    .مند 

 :ارائه شده است   ۲پارامترهای اصلی مورد استفاده در اجرای هر سه معماری بازگشتی در جدول  

 
 . پارامترهاي مختلف مورد استفاده در اجراي الگوریتم ها2جدول  

 RNN LSTM GRU پارامتر

 2 2 2 تعداد لایه های پنهان 

 128 ,256 128 ,256 64 ,128 تعداد نورون در هر لایه 

 128 128 64 تعداد فیلتر/واحد بازگشتی

 32 ,64 32 ,64 32 ,64 ۱اندازه دسته 

 150 150 100 ۲تعداد دوره های آموزشی 

 0.001 0.001 0.001 ۳نرخ یادگیری 

 Adam Adam Adam ۴بهینه ساز 

 Mean Squared Error 5تابع خطا 

(MSE) 
Mean Squared Error 

(MSE) 
Mean Squared Error 

(MSE) 
 ReLU ،Tanh ReLU ،Tanh ،Sigmoid ReLU ،Tanh ،Sigmoid ۶توابع فعال سازی 

 ReLU g(z) = max(0, z) g(z) = max(0, z) g(z) = max(0, z)  تابع

Tanh 𝑔(𝑧)  تابع =
𝑒𝑧 − 𝑒−𝑧

𝑒𝑧 + 𝑒−𝑧
 𝑔(𝑧) =

𝑒𝑧 − 𝑒−𝑧

𝑒𝑧 + 𝑒−𝑧
 𝑔(𝑧) =

𝑒𝑧 − 𝑒−𝑧

𝑒𝑧 + 𝑒−𝑧
 

 Dropout 0.2 0.2 0.2  نسبت

 Min-Max Scaling Min-Max Scaling Min-Max Scaling ها سازی دادهروش نرمال

 ها روش تقسیم داده

  %۱5آموزش،  یبرا 7۰%

  %۱5و  یاعتبارسنج  یبرا

 آزمون  یبرا

  %۱5آموزش،  یبرا 7۰%

  %۱5و  یاعتبارسنج  یبرا

 آزمون  یبرا

  %۱5آموزش،  یبرا 7۰%

  %۱5و  یاعتبارسنج  یبرا

 آزمون  یبرا

 های پژوهشگر منبع: یافته

 

 
1 Batch Size 
2 Epochs 
3 Learning Rate 
4 Optimizer 
5 Loss Function 
6 Functions Activation 
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بینی و زمان  اند که تعادل میان دقت پیش ای تنظیم شده گونهها، پارامترها به مدل با توجه به ساختار بازگشتی  

های حافظه و کنترل جریان اطلاعات هستند، انتظار  دارای دروازه  GRU و  LSTM آموزش برقرار باشد. از آنجا که

پایه داشته باشند. در بخش بعد، نتایج حاصل   RNN سازی نوسانات پیچیده عملکرد بهتری نسبت بهرود در مدل می

 . ها و مقایسه معیارهای آماری و مالی ارائه خواهد شداز اجرای مدل 

در برآورد نوسانات   (GRUو     RNN  ،LSTM) های بازگشتیبینی و کارایی مدل منظور سنجش دقت پیش به

ای از معیارهای آماری و مالی استفاده شده است. این معیارها امکان ارزیابی جامع عملکرد  بازار سهام، از مجموعه 

سازند. در این پژوهش، معیارهای خطای  های مختلف دقت، پایداری و کارایی اقتصادی را فراهم میها از جنبه مدل 

خطا مربعات  میانگین  شامل  خطا۱( MSE)آماری  مربعات  میانگین  ریشه   ،(RMSE )۲  مطلق قدر  میانگین   ،

(  ۶DA( درصد جهت درست ) 5SR) نسبت شارپ اقتصادی-معیارهای مالی و  ۴(R²) ضریب تعیین و ۳( MAE)خطا

 . اندکار رفتهبه

  ، SR) اقتصادی-و معیارهای مالی (MSE  ،RMSE  ،MAE  ،R²) زمان از معیارهای آماریطور کلی، استفاده همبه

DA)  تنها از منظر دقت  ارزیابی نهشود که  دهد. این رویکرد باعث میها ارائه می دیدی جامع نسبت به عملکرد مدل

گیری مالی نیز معتبر باشد. در بخش بعد، نتایج حاصل از اجرای  ریاضی بلکه از منظر کارایی اقتصادی و تصمیم

 . ها بر اساس معیارهای فوق ارائه خواهد شدها و مقایسه کمی عملکرد آنمدل 

 
 الگوریتم هاعملكرد یابیارز يارهایمع. 3جدول 

 تفسیر توضیح / هدف فرمول ریاضی  معیار ارزیابی ردیف 

۱ MSE 𝑀𝑆𝐸 =
1

𝑛
∑ (𝑦𝑖 − 𝑦𝑖̂)

2
𝑛

𝑖=1
 

  نی مربع اختلاف ب  نیانگیم

و   شده ینیب شیپ ر یمقاد

  یدهنده دقت کلنشان ؛یواقع

 مدل

هرچه مقدار کمتر باشد،  

 است  ترقیدق ینیب شیپ

۲ RMSE 𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑦𝑖 − 𝑦𝑖̂)

2
𝑛

𝑖=1
 

خطا   انی؛ ب MSEدوم  شه یر

ها و  داده اسیدر همان مق

 تر آسان ریقابل تفس

  ی خطا  انگریمقدار کمتر ب 

  ینیب شیکمتر مدل و پ

 است  ترقیدق

۳ MAE 𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦𝑖 − 𝑦𝑖̂|

𝑛

𝑖=1
 

قدر مطلق اختلاف    نیانگیم

و   ی واقع ر یمقاد نیب 

دهنده  نشان  شده؛ینیب شیپ

  زانیمدل و م ی دقت کل

  ی خطا  انگریمقدار کمتر ب 

  ترقیدق ینیب شیکمتر و پ

 مدل است 

 
1 Mean Squared Error - MSE 
2 Root Mean Squared Error - RMSE 
3 Mean Absolute Error - MAE 
4 Coefficient of Determination 
5 Sharpe Ratio 
6 Directional Accuracy - DA 
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 تفسیر توضیح / هدف فرمول ریاضی  معیار ارزیابی ردیف 

  هاینیب شیانحراف متوسط پ

 ت ی از واقع

۴ R² 𝑅2 = 1 −
∑(𝑦𝑖 − 𝑦𝑖̂)

2

∑(𝑦𝑖 − 𝑦𝑖̅)
2
 

  راتییانطباق مدل با تغ زانیم

دهنده  ها؛ نشانداده یواقع

 مدل  ی دهندگحیقدرت توض

باشد،    ترکینزد   ۱هرچه به 

  رات ییتغ تواندیمدل بهتر م

 کند  ینیب شیرا پ یواقع

5 DA 
𝐷𝐴 =

1

𝑛
∑[𝐼(𝑦𝑖 − 𝑦𝑖𝑖−1)⁡(𝑦̂𝑖

− 𝑦̂𝑖𝑖−1)
> 0] 

  حیصح ینیب شیدرصد پ

  ی جهت حرکت بازار؛ برا

مدل در   ییتوانا  یاب ی ارز

 روندها  صیتشخ

دهنده  درصد بالاتر نشان

دقت بهتر مدل در  

جهت حرکت   ینیب شیپ

 بازار است 

۶ SR 𝑆𝑅 =
𝐸|𝑅𝑝 − 𝑅𝑓|

𝜎𝑝
 

با    شدهلیسنجش بازده تعد

دهنده  نشان سک؛ یر

در   هاینیب شیپ یسودمند

 ی مال ماتیتصم

دهنده  نسبت بالاتر نشان

بازده بالاتر نسبت به  

  ی و کاربرد اقتصاد سک یر

 بهتر مدل است 

 های پژوهشگر منبع: یافته

 

 . یافته هاي تجربی پژوهش 4

 RNNمعماري الگوریتم  . 1-4

بازگشتید عصبی  الگوریتم شبکه  نخست،  گام  مدل  به (RNN) ر  پیش پایهعنوان  برای  عمیق  یادگیری  بینی ی 

نوسانات بازار سهام به کار گرفته شد. هدف از اجرای این مدل، ارزیابی توانایی آن در شناسایی الگوهای زمانی و  

داده  داده تکرارشونده در  بود.  مالی  نرمال های  از  ورودی پس  به مجموعههای  و تقسیم  آموزش )سازی    7۰های 

 Keras هایگیری از کتابخانه با بهره   و   Pythonدرصد(، در محیط    ۱5درصد( و آزمون )  ۱5درصد(، اعتبارسنجی )

برای آموزش مدل     Adamساز  و بهینه (MSE) پردازش شدند. تابع خطای میانگین مربعات خطا TensorFlow و

 .مورد استفاده قرار گرفتند

توانسته است الگوهای نوسانی بازار را با دقت   RNN نشان داد که الگوریتم  نتایج:  RNNالگوریتم  عملكرد آماري  

 ، ریشه میانگین مربعات خطا0.00132برابر با  (MSE) قابل قبول شناسایی و بازسازی کند. میانگین مربعات خطا

(RMSE)   و میانگین قدر مطلق خطا  0.036برابر با (MAE)   تر از همه، مقدار ضریب  دست آمد. مهمبه  0.029برابر با

ای از تغییرات واقعی ی توان بالای مدل در توضیح بخش عمدهدهندهمحاسبه شد که نشان  0.89برابر   (R²) تعیین

های واقعی را بازسازی  درصد از واریانس داده  8۹نوسانات بازار است. به عبارت دیگر، مدل موفق شده است حدود 

 .کند

در   RNN های زمانی متفاوت نشان داد کهبررسی رفتار مدل در دورهر:  هاي مختلف بازارفتار مدل در دوره 

دنبال می بالایی  با دقت  را  روند  تغییرات  دارد و  بهتری  نوسانات ملایم عملکرد  با  این حال، در  شرایط  با  کند. 
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های ناگهانی یا نوسانات شدید مواجه بوده است، عملکرد مدل کاهش یافته است. این  هایی که بازار با شوک دوره 

ی بلندمدت دانست، زیرا این مدل فاقد  در نگهداری حافظه  RNN توان ناشی از محدودیت ساختاری ضعف را می

گرف و  ) وجود دارد GRU و LSTM تر مانندهای پیچیده های کنترل جریان اطلاعات است که در معماریدروازه 

 (. ۲۰۱7همکاران،  

های مالی، از دو شاخص  گیریبرای سنجش قابلیت کاربرد مدل در تصمیم:  مدل  اقتصادي -ارزیابی کارایی مالی 

 :استفاده شد. نتایج نشان داد که(  DA) و دقت جهت حرکت بازار(  SR)  نسبت شارپ

 .باشد شده با ریسک در سطح متوسط می دهنده بازده تعدیل است که نشان  0.58برابر   (SR) نسبت شارپ  •

درصد برآورد شد؛ یعنی مدل در دو سوم موارد توانسته است   66حدود   (DA) دقت جهت حرکت بازار •

 .بینی کندها )افزایش یا کاهش( را به درستی پیش جهت حرکت قیمت 

ابزار مناسبی برای تحلیل روندهای  رغم سادگی نسبی، می، علیRNN  این نتایج بیانگر آن است که مدل تواند 

 .های معاملاتی اولیه باشدمدت بازار و ارائه سیگنال کوتاه 

بینی نوسانات بازار سهام از خود نشان  در این پژوهش عملکرد قابل قبولی در پیش  RNN به طور کلی، الگوریتم

بینی، حاکی از توان مناسب مدل در و مقادیر پایین خطاهای پیش  (0.89) داده است. مقدار بالای ضریب تعیین 

تکرارشونده بازار است. با وجود این، ضعف مدل در شناسایی الگوهای پیچیده  مدت و رفتار  شناسایی الگوهای کوتاه 

های پرتلاطم، عملکرد آن  دهد که در محیطهای ناگهانی اقتصادی، نشان میو بلندمدت و حساسیت آن به شوک

توان مدلی کارآمد برای تحلیل نوسانات  را می    RNNدر مجموع،    .یابدتر کاهش میهای پیشرفته نسبت به مدل 

پیش کوتاه  برای  اما  دانست،  بازار  روند  اولیه  ارزیابی  و  از  بینیمدت  استفاده  پرنوسان،  شرایط  و  بلندمدت  های 

ای داشته و مبنایی برای  شود. این مدل در پژوهش حاضر نقش پایه توصیه می GRU و LSTM هایی مانندمعماری 

 .یل فراهم کرده استتر در مراحل بعدی تحلهای پیشرفته مقایسه عملکرد مدل 

 
 RNN. خلاصه نتایج الگوریتم 4جدول 

 تفسیر علمی مقدار بدست آمده  معیار ارزیابی ردیف 

۱ MSE 0.00132 بینی پایین؛ مدل از دقت نسبی برخوردار استخطای پیش. 

۲ RMSE 0.036 بینی استاندارد پایین؛ بازسازی مناسب روند نوساناتخطای پیش. 

۳ MAE 0.029 های واقعیمیانگین خطای مطلق کم؛ تطابق قابل قبول با داده. 

۴ R² 0.89  دهداز تغییرات نوسانات واقعی را توضیح می %8۹مدل. 

5 DA 0.58 شده با ریسک در سطح متوسطبازده تعدیل. 

۶ SR ۶۶ % توانایی نسبتاً مطلوب در تشخیص جهت حرکت بازار. 

 منبع:یافته های پژوهشگر 
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 LSTMمعماري الگوریتم  . 2-4

با حافظه  بازگشتی  الگوریتم شبکه عصبی  ارتقای دقت  به (  LSTM) مدت طولانیی کوتاه در مرحله دوم،  منظور 

های ورودی، خروجی و اجرا شد. این معماری با استفاده از دروازه  RNN های مدل بینی و غلبه بر محدودیتپیش 

تر رفتاری بازار  های زمانی را حفظ کرده و الگوهای پیچیده های بلندمدت میان داده فراموشی قادر است وابستگی

 (Dense) متصلبا ساختاری شامل دو لایه بازگشتی و یک لایه تمام  LSTM را شناسایی کند. در این پژوهش، مدل

،  (٪7۰های آموزش )سازی و تقسیم به مجموعه ، پس از نرمال RNN های ورودی همانند مدل داده .  طراحی شد

( )(  ٪۱5اعتبارسنجی  آزمون  محیط  (  ٪۱5و  از   Python / TensorFlowدر  مدل،  آموزش  برای  پردازش شدند. 

 تایی استفاده گردید   ۶۴های  اندازه دسته و    MSEتابع زیان  ،   Adamسازبهینه

بسیار  عملکرد   RNN نسبت به LSTM نتایج حاصل از اجرای مدل نشان داد که:  LSTM  عملكرد آماري مدل

،  0.00072برابر با   (MSE) دهد. مقدار میانگین مربعات خطابینی نوسانات بازار ارائه می تری در پیش تر و باثبات دقیق

  .برآورد شد 0.018برابر با  (MAE) و میانگین قدر مطلق خطا 0.026برابر با   (RMSE) ریشه میانگین مربعات خطا

دست آمد که بیانگر توانایی بسیار بالای مدل در بازتولید  به  0.97معادل   (R²) تر از همه، مقدار ضریب تعیینمهم 

های  درصد از واریانس داده  ۹7توانسته است   LSTM تغییرات واقعی نوسانات بازار سهام است. به عبارت دیگر، مدل

 .زار است سازی الگوهای پیچیده و غیرخطی بای دقت چشمگیر آن در مدل دهندهواقعی را توضیح دهد؛ که نشان

 های زمانی مختلف نشان داد کهبررسی رفتار مدل در بازه :  هاي مختلف بازارتحلیل پویایی مدل در دوره 

LSTM  های ناگهانی و افزایش نوسانات  های آرام بازار عملکردی باثبات دارد، بلکه در مواجهه با شوک تنها در دوره نه

ی بلندمدت است که  نیز توانسته است دقت خود را حفظ کند. ویژگی کلیدی این مدل، قابلیت نگهداری حافظه 

این  (.  ۱۹۹7  دهابر،یو اشم  تریهوکرا) سازدهای بعدی را فراهم میامکان انتقال اطلاعات از مشاهدات گذشته به بازه 

 .مدت و بلندمدت را نیز با دقت قابل توجهی شناسایی کندامر موجب شده که مدل بتواند روندهای میان 

های نسبت  های مالی، شاخص گیریمنظور ارزیابی کاربرد مدل در تصمیمبه:  مدل  اقتصادي-ارزیابی کارایی مالی 

 :آمده نشان دادند کهدست نتایج به .محاسبه شدند(  DA) و دقت جهت حرکت بازار (SR)  شارپ

افزایش قابل توجهی دارد و بیانگر بهبود   RNN است که نسبت به مدل 0.84برابر   (SR) نسبت شارپ •

 .باشدشده با ریسک میبازده تعدیل

درصد افزایش یافته است؛ به این معنا که مدل توانسته است   83نیز به   (DA) دقت جهت حرکت بازار •

 .بینی کنددرستی پیشدر بیش از چهارپنجم موارد، جهت حرکت قیمت سهام )افزایش یا کاهش( را به

است که آن  گویای  نتایج  در شاخص ،  LSTM این  آماری خطا،  معیارهای  بهبود  بر  برتری  علاوه  نیز  مالی  های 

 .از خود نشان داده است  RNN معناداری نسبت به

از ساختار دروازه با بهره  LSTM طور کلی، مدلبه الگوهای  گیری  و  ای خود توانسته است روابط زمانی پیچیده 

ی توان تبیینی بسیار قوی  دهندهنشان    R²=0.97نوسانی بلندمدت بازار را با دقت بسیار بالا شناسایی کند. مقدار  

های واقعی بازار  های مدل با داده بینیکند که پیش تأیید می  (MAEو    MSE)  مدل است و مقادیر پایین خطاها

 .تطابق بالایی دارند 
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بینی نوسانات را با ثبات بیشتر و حساسیت کمتر نسبت به نویزهای بازار پیش  LSTM ، مدل RNN در مقایسه با 

های زمانی مدلی بهینه برای تحلیل نوسانات بازار در افق  LSTMتوان نتیجه گرفت که  رو، می کرده است. از این 

 . شودمدت تا بلندمدت محسوب میمیان 

 
 LSTM. خلاصه نتایج الگوریتم 5جدول 

 تفسیر علمی مقدار بدست آمده  معیار ارزیابی ردیف 

۱ MSE 0.00072 بینی بسیار پایین؛ عملکرد دقیق مدلخطای پیش. 

۲ RMSE 0.026 دقت بالا در بازسازی روند نوسانات واقعی بازار. 

۳ MAE 0.018  های واقعیخوانی بالا با دادهناچیز؛ هممیانگین خطای مطلق. 

۴ R² 0.97  از تغییرات واقعی را توضیح دهد %۹7مدل توانسته. 

5 DA 0.84 شده با ریسک بالا؛ مدل از منظر مالی سودآورتر استبازده تعدیل. 

۶ SR 8۳ % هادقت بالا در تشخیص جهت حرکت قیمت. 

 منبع:یافته های پژوهشگر 

 

 GRUمعماري الگوریتم  . 3-4

مورد استفاده قرار گرفت. این  (  GRU) دار در سومین گام از تحلیل، الگوریتم شبکه عصبی بازگشتی با واحد دروازه 

بهینهمعماری که نسخه  و ساده ای  ازشده  با ترکیب دروازه  LSTM تر  به است،  بازنشانی، ضمن  های  و  روزرسانی 

کند. هدف از اجرای این مدل،  های بلندمدت را حفظ می سازی وابستگی توانایی مدل کاهش پیچیدگی محاسباتی،  

 .بود LSTM و RNN بینی نوسانات بازار سهام و مقایسه عملکرد آن با دو معماریبررسی کارایی آن در پیش 

طراحی   (Dense) متصلو یک لایه تمام GRU در این پژوهش با ساختاری شامل دو لایه بازگشتی GRU مدل

درصد برای   ۱5درصد برای اعتبارسنجی و  ۱5درصد برای آموزش،  7۰سازی، در نسبت ها پس از نرمال شد. داده 

،  Adam سازو با استفاده از بهینه  Python / TensorFlowآزمون مورد استفاده قرار گرفتند. فرآیند آموزش در محیط  

 ت. انجام گرف  ۶۴برابر    و اندازه دسته  MSEتابع زیان  

توانسته است الگوهای زمانی پیچیده   GRU نتایج حاصل از اجرای مدل نشان داد که:  GRU  عملكرد آماري مدل

 ، ریشه میانگین مربعات خطا 0.00089برابر   (MSE) بازار را با دقت بالا شناسایی کند. مقدار میانگین مربعات خطا 

(RMSE)   و میانگین قدر مطلق خطا  0.029برابر (MAE)   مقدار ضریب تعیین  .دست آمدبه  0.021برابر (R²)   نیز

درصد از تغییرات واقعی نوسانات بازار    ۹۴.8برآورد شد؛ به این معنا که مدل موفق شده است حدود   0.948برابر با  

پیشرفت   RNN است، اما نسبت به مدل پایه LSTM این میزان دقت، گرچه اندکی کمتر از مدل .سهام را تبیین کند

های مالی مدت و بلندمدت داده های میان در یادگیری وابستگی  GRU دهد و بیانگر توان بالایتوجهی نشان میقابل

 . است
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های تغییر  در شرایط نوسانات پایدار و حتی در دوره GRU مدل :  تحلیل رفتار مدل در شرایط مختلف بازار

شده این مدل، سبب شده است که ساختار فشرده و بهینهجهت سریع بازار، عملکردی باثبات از خود نشان داد.  

چو و  )  گرایی نیاز داشته و از سرعت آموزش بالاتری برخوردار باشدهای کمتری برای همبه داده  LSTM نسبت به

با نوسانات واقعی بازار همبستگی  GRU هایبینیتحلیل گرافی خروجی مدل نشان داد که پیش(.  ۲۰۱۴همکاران،  

 . کاهش یافته است RNN ها نسبت بهبالایی دارند و تأخیر زمانی در واکنش به تغییرات ناگهانی قیمت 

و دقت جهت حرکت   (SR) های نسبت شارپبرای سنجش کارایی مالی مدل، شاخص :  ارزیابی کارایی مالی مدل

 .مورد استفاده قرار گرفتند   (DA)بازار

 :نتایج نشان دادند که

 LSTM توجهی و نسبت بهافزایش قابل  RNN بوده که نسبت به مدل  0.79برابر   (SR) نسبت شارپ •

 .شده با ریسک مطلوب است ی بازده تعدیلدهنده کاهش جزئی دارد؛ این مقدار نشان 

درصد محاسبه شد؛ یعنی مدل در حدود چهارپنجم موارد   79نیز برابر   (DA) دقت جهت حرکت بازار •

 .بینی کنددرستی پیش ها را بهتوانسته است جهت حرکت قیمت 

، عملکردی بسیار نزدیک به LSTM  تر نسبت به، با وجود ساختار ساده GRU دهد کهطور کلی، نتایج نشان میبه

 .آن دارد و در برخی موارد از پایداری عددی بالاتری برخوردار است 

با دقت آماری بالا و کارایی مالی مناسب توانسته است بخش   GRU دهد که مدلهای این بخش نشان می یافته

های خطا بیانگر انطباق  و مقادیر پایین شاخص    R²=0.948سازی کند. مقدار  ای از رفتار نوسانات بازار را مدل عمده 

های واقعی است. همچنین، سرعت بالای یادگیری و پایداری مدل در مواجهه با  های مدل با داده بینیبالای پیش 

 .شودمحسوب می  GRU نوسانات شدید، از جمله نقاط قوت

 
 GRU. خلاصه نتایج الگوریتم 6جدول 

 تفسیر علمی مقدار بدست آمده  معیار ارزیابی ردیف 

۱ MSE 0.00089 قبولی برخوردار استبینی پایین؛ مدل از دقت قابلخطای پیش. 

۲ RMSE 0.029   نوسانات واقعی دقت بالا در بازسازی روند. 

۳ MAE 0.021 های واقعیخوانی مناسب با دادهمیانگین خطای مطلق پایین؛ هم. 

۴ R² 0.948  دهداز تغییرات نوسانات واقعی را توضیح می ٪۹۴.8مدل. 

5 DA 0.79 شده با ریسک مطلوب؛ نسبت بهبازده تعدیل RNN بهبود یافته است. 

۶ SR 79%   حرکت بازاردقت بالا در تشخیص جهت. 

 منبع:یافته های پژوهشگر 
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 GRUو  RNN ،LSTM يهاعملكرد مدل اي  مقایسه لیتحل . 4-4

های زیر مقایسه  های آماری و مالی سه معماری بازگشتی در جدول ها، شاخص برای ارزیابی نهایی عملکرد مدل 

 .اند شده 

 
 ها . مقایسه شاخص هاي آماري الگوریتم7جدول 

 MSE RMSE MAE R² مدل

RNN 0.00132 0.036 0.029 0.890 

LSTM 0.00072 0.026 0.018 0.970 

GRU 0.00089 0.029 0.021 0.948 

 منبع:یافته های پژوهشگر 

 

 ها  تمیالگور ي بینآمار يتفاوت شاخص ها يدار یمعن یبررس يبرا( DM) 1انویمار-بولدیدن  آزمو جینتا. 8جدول 

 نتیجه آزمون معناداري  DM Test (p-value) ها مدل

RNN vs LSTM 0.002  تفاوت معنادار 

RNN vs GRU 0.015  تفاوت معنادار 

LSTM vs GRU 0.087  تفاوت غیرمعنادار 

 منبع:یافته های پژوهشگر 

 

 ها . مقایسه شاخص هاي مالی الگوریتم9جدول  

 SR DA مدل

RNN 0.58 66 ٪ 

LSTM 0.84 83 ٪ 

GRU 0.79 79 ٪ 

 منبع:یافته های پژوهشگر 
 

 ها تمیالگور مالی بین يتفاوت شاخص ها يدار یمعن یبررس يبرا( DM) انویمار-بولدیدن آزمو جینتا. 10جدول 

 نتیجه آزمون معناداري  DM Test (p-value) ها مدل

RNN vs LSTM 0.002  تفاوت معنادار 

RNN vs GRU 0.015  تفاوت معنادار 

LSTM vs GRU 0.118  تفاوت غیرمعنادار 

 منبع:یافته های پژوهشگر 

 

 
1 Diebold-Mariano (DM) 
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 بینی را ارائه کرده و با ضریب تعیین بالاترین دقت پیش LSTM  دهد که مدل های آماری و مالی نشان می نتایج تحلیل 

R²   مدل   آن،   کنار  در.  نماید   تبیین   را   سهام   بازار   نوسانات   تغییرات   از   % ۹7توانسته است تقریباً    ۰.۹7برابر با GRU   با

R²     عملکردی نزدیک به   ۰.۹۴8برابر با LSTM  ای مناسب برای  ارائه داده و با پیچیدگی محاسباتی کمتر، گزینه

پایه به دلیل محدودیت در حفظ   RNN شود. در مقایسه، مدل های حجیم محسوب می کاربردهای بلادرنگ و داده 

 .بینی کمتری از خود نشان داد های زمانی بلندمدت و حساسیت کمتر به الگوهای غیرخطی، دقت پیش وابستگی 

برتری   RNN در مقایسه با GRU و  LSTM های دهد که مدلنتایج پژوهش نشان می   از منظر کارایی مالی،

دارندقابل شارپ   LSTM مدل .  توجهی  نسبت  بازار  ۰.8۴با  حرکت  جهت  دقت  بازده  8۳%(  DA) و  بالاترین   ،

های پایدار حتی بینیدهنده توانایی بالا در مدیریت ریسک و ارائه پیشدهد و نشانمیشده با ریسک را ارائه  تعدیل

اما با   LSTM عملکردی نزدیک به  DA  7۹%و    ۰.7۹نیز با نسبت شارپ   GRU های نوسانی است. مدلدر دوره 

سازد.  های حجیم مناسب میپیچیدگی محاسباتی کمتر ارائه کرده است، که آن را برای کاربردهای بلادرنگ و داده

دهد  شده با ریسک در سطح متوسط ارائه میبازده تعدیل DA ۶۶%و  ۰.58با نسبت شارپ  RNN در مقابل، مدل

(، عملکردی بهتر از میانگین بازار  ۰.۴۰که با توجه به نسبت شارپ شاخص کل بورس تهران در همان بازه زمانی )

 .شود تر محسوب میهای پیشرفتهاما کمتر از مدل 

از نظر   GRU و LSTM نشان داد که تفاوت عملکرد آماری و مالی بین (DM) ماریانو– نتایج آزمون دیبولد

طور معنادار  به RNN ، اما تفاوت هر یک از این دو مدل با (p-value > 0.05) داری آماری غیرمعنادار استمعنی

بینی نوسانات بازار سهام  های بازگشتی پیشرفته در پیشها بر برتری معماری این یافته.  (p-value < 0.05)  تأیید شد

های هوشمند  تواند مبنایی قوی برای توسعه سامانه می GRU و LSTM دهد که استفاده ازتأکید دارند و نشان می

 .های پرنوسان فراهم آوردگیری در محیطهای معاملاتی خودکار و ارتقای تصمیم بینی مالی، طراحی استراتژی پیش 

 

 
 سال پرنوسان  کی یشاخص کل بورس ط  یواقع ریبا مقادالگوریتم ها  ینیبش یپ. مقایسه مقادیر 1شكل 

 های پژوهشگر منبع: یافته
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  ریبا مقاد سهیرا در مقا GRUو  RNN ،LSTMشامل  ،یبازگشت یسه مدل شبکه عصب یهاینیبش یپ فوقنمودار 

طور که در نمودار قابل مشاهده است، مدل  . هماندهدی سال پرنوسان نشان م  کی  یشاخص کل بورس ط  یواقع

LSTM  وضوح  به   گریآن نسبت به دو مدل د  ینیبش ی داشته و دقت پ  یواقع  یهاو تطابق را با داده   یکینزد  نیشتریب

نقاط نمودار    یدر برخ  شترینوسان ب  یاما با کم  دهد،یارائه م  LSTMمشابه    باًیتقر  یعملکرد  GRUبالاتر است. مدل  

آن در    ینیبشیو دقت پ  دهدینشان م  یواقع  یهااختلاف را با داده   نیشتری ب  RNNهمراه است. در مقابل، مدل  

مانند    ترشرفتهیپ یهاکه استفاده از مدل   دهدی به وضوح نشان م سهیمقا  نیکمتر است. ا  گریبا دو مدل د سهیمقا

LSTM    وGRU  پرنوسان بازار بورس را بهبود بخشد.   طیدر شرا  ینی بش یدقت پ  تواندیم 

 

 پژوهش  يهاه یآزمون فرض. 5-4

 : فرضیه اصلی

،  GRUو   LSTM ویژههای یادگیری عمیق بازگشتی، بهفرضیه اصلی پژوهش مبنی بر این است که استفاده از مدل 

های کلاسیک  بینی نوسانات بازار سهام نسبت به مدل پیش پذیری  منجر به بهبود معنادار در دقت، پایداری و تبیین

 :دهد کههای پژوهش نشان مییافته  .شودپایه می RNN و معماری 

 (MSE=0.00072, MAE=0.018) بینیو مقادیر پایین خطاهای پیش  0.97با ضریب تعیین   LSTMمدل   •

 .درصد تغییرات واقعی نوسانات بازار را تبیین کند ۹7توانسته است  

ارائه داده است، ضمن   LSTM و خطاهای اندک، دقتی نزدیک به 0.948نیز با ضریب تعیین     GRUمدل   •

 .اینکه به دلیل ساختار فشرده و تعداد پارامتر کمتر، سرعت آموزش و کارایی محاسباتی بالاتری دارد 

پایه   • تعیین     RNNمدل  حفظ  عملکرد ضعیف  0.89با ضریب  در  کمتری  توانایی  و  داده  نشان  تری 

 .های پرتلاطم داردهای بلندمدت و تحلیل دورهوابستگی 

  LSTM) های یادگیری عمیق بازگشتیکنند؛ به طوری که مدل وضوح فرضیه اصلی را تأیید میها بهبنابراین، یافته

پذیری تغییرات نوسانات  بینی و هم در پایداری عملکرد و تبیین پایه، هم در دقت پیش  RNN نسبت به (GRUو  

 . بازار برتری دارند

 :1فرضیه فرعی  

های زمانی،  به دلیل ساختار حافظه بلندمدت و توانایی در حفظ وابستگی    LSTMکند که  مطرح می   ۱فرضیه فرعی  

 :دهدها نشان می یافته .دارد GRU و RNN بینی بالاتری نسبت بهدقت پیش

• LSTM   نه تنها دقت آماری بالاتری (R²=0.97) نسبت به GRU (R²=0.948)  و RNN (R²=0.89)   ،دارد

 .دهدبلکه پایداری بیشتری در مواجهه با نوسانات شدید بازار نیز از خود نشان می

 .کنندعملکرد مالی بهینه مدل را تأیید می   DA=83٪و     SR=0.84مقادیر   •

مزیتی قابل   LSTM دهند که ساختار حافظه بلندمدت کنند و نشان میرا تأیید می  ۱ها فرضیه فرعی  بنابراین، داده 

 .کندبینی دقیق و پایدار نوسانات بازار ایجاد می توجه در پیش 
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 :2فرضیه فرعی  

های مالی با  تر و سرعت همگرایی بالاتر، در دادهگیری از ساختار فشرده با بهره    GRUکند که فرضیه دوم بیان می

 :دهندها نشان مییافته .دهدارائه می  RNN نوسانات شدید عملکردی پایدارتر و کارآمدتر نسبت به

• GRU    تعیین ضریب  پایین 0.948با  نسبتاً  خطاهای  عملکردی   (MSE=0.00089, MAE=0.021) و 

 .دهدنشان می RNN های پرتلاطم بازار، پایداری بیشتری نسبت بهارائه داده و در دوره  LSTM  نزدیک به

های داده حجیم و  سرعت آموزش بالاتر و تعداد پارامتر کمتر مدل، قابلیت استفاده عملی در محیط •

 .کندبلادرنگ را فراهم می

از منظر پایداری و کارایی محاسباتی  RNN نسبت به GRU کنند و بیانگر برتریرا تأیید می  ۲این نتایج فرضیه فرعی  

 . در شرایط پرنوسان بازار است

 :3فرضیه فرعی  

های پرنوسان  در دوره (GRU و   RNN  ،LSTM) های بازگشتی یادگیری عمیقمدلکند که فرضیه سوم بیان می

 .بینی کنندهای آرام بازار پیش بازار قادرند الگوهای رفتاری و تغییرات نوسانات را با دقت بیشتری نسبت به دوره

 :های پویایی نشان داد کهتحلیل

ها کمتر محسوس  دهند، اما تفاوت بین مدل های آرام بازار، هر سه مدل دقت مناسبی ارائه می در دوره •

 .است 

دارند،   RNN عملکرد بسیار بهتری نسبت به GRU و   LSTMهای ناگهانی،  های پرتلاطم و شوک در دوره  •

گیری از حافظه بلندمدت، توانسته است نوسانات شدید و بازگشت به روند بازار  با بهره    LSTM ویژهبه

 .بینی کندرا با دقت بالایی پیش

های یادگیری  دهند که کارایی مدل کنند و نشان میرا نیز تأیید می  ۳فرعی  های پژوهش فرضیه  بنابراین، داده 

 . عمیق بازگشتی در شرایط نوسانی بیشتر از شرایط آرام بازار است

 

 . بحث و نتیجه گیري 5

بینی شدید و غیرخطی مواجه هستند که پیش بازارهای سهام به دلیل ماهیت پویا و پیچیده خود، همواره با نوسانات  

ها  های اخیر، پژوهش گذاران مالی اهمیت حیاتی دارد. در دههها و سیاست گذاران، بانک ها برای سرمایهدقیق آن

بندی نوسانات  قادر به مدلسازی خوشه  GARCH و  ARCH های کلاسیک اقتصادسنجی مانند اند که مدل نشان داده 

هایی های ناگهانی بازار محدودیت ها و شوک های بلندمدت، رفتار غیرخطی داده هستند، اما در مواجهه با وابستگی 

به (.  ۲۰۰۱کانت،    ؛۱۹8۶بولرسلف،    ؛۱۹8۲انگل،  ) دارند و  ماشین  یادگیری  امکان  ظهور  عمیق،  یادگیری  ویژه 

بینی نوسانات  بود دقت پیش های زمانی مالی را فراهم کرده و نوید بهاستخراج الگوهای پیچیده و پنهان در سری 

های بازگشتی به دلیل توانایی های یادگیری عمیق، مدل میان معماری (.  ۲۰۱5  نتون،یو ه  ویلکان، بنگ)  را داده است

وابستگی  مدلسازی  ویژه در  توجه  اطلاعات گذشته،  و حفظ  بلندمدت  زمانی  یافتههای  عصبی اند. شبکه ای  های 

ها  هر یک با ویژگی    (GRU)دارو واحد بازگشتی دروازه  (LSTM) مدتبلندمدت کوتاه ، حافظه  (RNN) بازگشتی پایه
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های  شوند. پژوهش های زمانی مالی شناخته می عنوان ابزارهای قدرتمند برای تحلیل سری و مزایای خاص خود، به 

های کلاسیک  توانند عملکرد بهتری نسبت به مدل می GRU و LSTM اند کهالمللی اخیر نشان داده داخلی و بین 

و    ی ر یام  ؛۲۰۲۴سونگ و همکاران،    ;؛۲۰۲5وانگ و همکاران،  )  بینی نوسانات بازار ارائه دهندپایه در پیش  RNN و

پیش (.  ۱۴۰۳ همکاران، اهمیت  به  توجه  موجود،  با  پژوهشی  و خلأهای  نوسانات  دقیق  این  بینی  اصلی  هدف 

بینی در پیش (GRUو     RNN  ،LSTM)  ، بررسی و مقایسه عملکرد سه مدل بازگشتی یادگیری عمیقپژوهش

هاست که کدام مدل دقت، پایداری و  دنبال پاسخ به این پرسش این پژوهش به   .باشد مینوسانات بازار سهام ایران  

های نوسانی و آرام بازار چگونه است و کدام مدل  ها در دوره دهد، عملکرد آنپذیری بیشتری ارائه می قابلیت تبیین

 .بینی هوشمند و مدیریت ریسک مالی داردهای پیش بیشترین کاربرد عملی را برای توسعه سامانه

بینی پایین توانسته است  و خطاهای پیش  0.97با ضریب تعیین   LSTM های حاصل نشان دادند که مدل یافته

های پرتلاطم عملکردی برتر ارائه  ای از تغییرات نوسانات بازار را تبیین کند و از نظر پایداری در دوره بخش عمده 

تر، سرعت آموزش  داشت و به دلیل ساختار فشرده  LSTM دقتی نزدیک به 0.948با ضریب تعیین   GRU دهد. مدل

 RNN های بلادرنگ محسوب شد. در مقابل، مدل ای کارآمد برای تحلیلبالاتر و پیچیدگی محاسباتی کمتر، گزینه

های بلندمدت و نوسانات شدید  تری نشان داد و در مواجهه با وابستگیعملکرد ضعیف 0.89پایه با ضریب تعیین  

دهنده  نیز نشان    DA  و   SRها شامل  های آماری، ارزیابی مالی مدل اشت. علاوه بر شاخص هایی دبازار محدودیت 

 .بود RNN نسبت به GRU و  LSTM برتری 

های بازگشتی  گیری از معماری دهند که بهره کنند و نشان می وضوح فرضیه اصلی پژوهش را تأیید می این نتایج به 

طور معناداری  بینی نوسانات بازار سهام را به پذیری پیش ، دقت، پایداری و تبیین GRUو     LSTM پیشرفته، به ویژه 

های دقیق و  بینی های بلندمدت و ظرفیت حافظه خود، پیش با توانایی حفظ وابستگی    LSTM مدل  .دهد افزایش می 

با سرعت همگرایی بالاتر   GRU های پرنوسان بازار عملکرد برتری داشته است، در حالی که پایدار ارائه کرده و در دوره 

می  فراهم  محاسباتی  کارایی  و  دقت  میان  مطلوب  تعادلی  کمتر،  پیچیدگی  برای   RNN .آورد و  هرچند  پایه، 

 .مدت مناسب است، در تحلیل نوسانات شدید و الگوهای بلندمدت محدودیت دارد های کوتاه بینی پیش 

ن،  سونگ و همکارا؛  ۲۰۲5)مانند وانگ و همکاران،   المللی اخیر همخوانی دارد نتایج این پژوهش با مطالعات بین 

،  وانگ؛  ۲۰۲۴؛ کای و همکاران،  ۲۰۲۴،  سونگ و همکاران؛  ۲۰۲۲و،  پتروزیل؛  ۲۰۲۴ی،  و البوهاد   یبودر؛  ۲۰۲۴

های  با مدل   LSTM نشان دادند که ترکیب ( ۲۰۲5وانگ و همکاران ). برای مثال، (۲۰۲۴ن، خو و همکارا؛ ۲۰۲۳

( و  ۲۰۲۴) سونگ و همکاران بخشد. مطالعاتبینی نوسانات بازار را بهبود می اقتصادسنجی پیشرفته، دقت پیش 

های مالی های بلندمدت داده های بازگشتی قادرند وابستگی نیز تأکید کردند که مدل   (۲۰۲۴) ی و البوهاد  یبودر

بالاتری نسبت به مدل را مدلسازی کرده و در دوره  باشند. در سطح  های نوسانی عملکرد  های کلاسیک داشته 

عملکرد بهتری   GRU و LSTM گزارش شده که در آن(  ۱۴۰۳) امیری و همکاران  های مشابهی توسطداخلی، یافته

ارائه داده و مدل  RNN نسبت به ارائه تحلیل مقایسه   اند. پژوهشهای سنتی  ای  حاضر ضمن تأیید این نتایج، با 

پایداری آن ادبیات علمی پیشها در دورههمزمان سه مدل و بررسی  بازار، سهم جدیدی به  بینی های مختلف 

 .کندنوسانات بازار سهام در ایران اضافه می
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های مورد استفاده محدود به  با وجود جامعیت پژوهش، چند محدودیت قابل توجه وجود دارد. نخست، داده 

بورس ایران و بازه زمانی مشخص هستند، بنابراین تعمیم نتایج به بازارهای دیگر باید با احتیاط انجام شود. دوم،  

بینی در بلندمدت را تحت تأثیر قرار دهد.  های کلان ممکن است دقت پیش تغییرات ناگهانی اقتصادی یا سیاست 

 (CNN) های کانولوشنیهای هیبرید یا ترکیبی با شبکهسوم، بررسی تنها سه معماری بازگشتی و عدم ارزیابی مدل

های آتی برای توسعه  توانند مسیر پژوهش ها می شود. این محدودیت تر محسوب می محدودیتی برای تحلیل جامع 

 د.بینی نوسانات بازار فراهم کننهیبریدی پیش های چندمنبعی و  مدل 

های  های پژوهش پیامدهای علمی و عملی قابل توجهی دارند. از نظر علمی، تأکید بر کارایی معماری یافته

های کلاسیک، موجب تعمیق دانش موجود در  بینی نوسانات بازار سهام، افزون بر مدل بازگشتی پیشرفته در پیش

های هشداردهنده  تواند مبنایی برای توسعه سامانه می    LSTMحوزه یادگیری عمیق مالی شده است. از منظر عملی،  

باشد، در حالی که بازار و مدیریت ریسک  بالا و پیچیدگی کمتر،   GRU زودهنگام نوسانات  با سرعت یادگیری 

های حجیم است. علاوه بر این، هر دو مدل قابلیت کاربرد در طراحی  های بلادرنگ و پردازش داده مناسب تحلیل

توانند بازده بهینه و کاهش ریسک را  گیری هوشمند مالی را دارند و میدکار و تصمیمهای معاملاتی خواستراتژی 

 .همزمان فراهم کنند

های هیبرید  المللی، استفاده از مدل تواند شامل گسترش تحلیل به بازارهای بین مسیرهای پژوهشی آینده می

های یادگیری آنلاین باشد. همچنین،  چارچوب های بحرانی و توسعه  ها در دورهو ترکیبی، تحلیل پایداری مدل 

بازده سرمایه(  VaR)  سکیارزش در معرض رد  اقتصادی مانن-کارگیری معیارهای مالیبه ارزیابی و  برای  گذاری 

های  بندی، پژوهش حاضر نشان داد که مدل در جمع   .تر ارائه دهدتواند ارزیابی کاربردی و عملیها می عملکرد مدل 

بینی نوسانات بازار سهام هستند  ، ابزارهای قدرتمندی برای پیش GRU و     LSTMبازگشتی یادگیری عمیق، به ویژه  

ترین و پایدارترین  به عنوان دقیق  LSTM  د.دهنهای کلاسیک ارائه می پایه و مدل  RNN و عملکرد بهتری نسبت به

ها ضمن تأیید و  شدند. این یافته  های عملیاتی معرفیای سریع و کارآمد برای محیطبه عنوان گزینه GRU مدل و

بینی مالی و  های هوشمند پیش المللی، مسیر روشنی برای توسعه سامانه های داخلی و بینتعمیق نتایج پژوهش 

؛ امیری  ۱۹۹7  دهابر،یو اشم  تریهوکرا؛  ۲۰۱5لکان و همکاران،  ) کنندمدیریت ریسک در بازارهای نوسانی فراهم می 

 (. ۱۴۰۳و همکاران،  

 

 منابع  فهرست 

 یبیترک  یهابا استفاده از مدل   هینوسانات بازار سرما  ینیبش ی(. بهبود پ۱۴۰۲. ) نینسر  ،ی و مراد  رضا،یعل  ،ی احمد

 .7۶–55(،  ۱)8  ،یگذار هیو سرما  یمال  ی. مجله مهندسیساز نه یبه  یهاتمیو الگور  قیعم  یریادگی

  ی شنهاد یپ  یبیشاخص کل بورس اوراق بهادار تهران با مدل ترک  ینوسان ها   ینیب  شی پ(.  ۱۴۰۳. )عباس  ،یافلاطون

WD-LSTM،  تهران  ران،یا  یسالانه انجمن مال  شیهما  نیششم . 



 و همکاران   عبداله زرکش مینس...  /   یر یادگی یهایاز معمار  یریگنوسانات بازار سهام با بهره ینیبشیو پ یسازمدل    / 488

 اقتصاد مالی ه ـفصلنام 
 1404زمستان /  73پیاپی /  19 ۀدور

بیتا سیده  عارفه ،  امیری،  زهره،  عمیدیان،  فر،  )فصیح  کمک   یش(.  ۱۴۰۳.  به  سهام  قیمت  هوشمند  بینی 

عملکرد،شانزدهمین کنفرانس بین  تحلیل و مقایسه   ARIMAX و     LSTM   ،GRU  ،ARIMAمدلهای

 . تنکابن  المللی تحلیل پوششی داده ها و علوم تصمیم گیری،

  ک یژنت تمیو الگور قیعم یریادگی یهامدل  یریکارگ(. به ۱۴۰۲حسن. ) ،یسارا، و نادر ،ی محمد، احمد ،ینیحس

 .۱۲۴–۱۰۳(،  ۴)۱7  ،یمال  تیری . فصلنامه راهبرد مدرانیا  هینوسانات بازار سرما  ینیبشیدر پ

مقر   لیاسماع  ،نهیسک  ،نژاد  یادیص رضا  ی،رستم  ی،عل  ی،زاده  یمحمد  ارا۱۴۰۳)  .احمد  ،نژاد  عقوب،  مدل    هی(. 

  ت ی ریراهبرد مد (. CEEMD- DL(LSTM))  کردی با استفاده از رو  هیبازار سرما  یهاگنال یس  هیتجز  ینیبش یپ

 .۲۲۶-۲۱۱  ،( ۱)۱۲  ی،مال

 یعصب  یهاموجک و شبکه   ل یتبد  بی(. کاربرد ترک۱۴۰۳حامد. )  ،یمانیرضا، و سل  ،یمحمد   د،یمج  نژاد،ی ادیص

 .۱۰8–8۹(،  ۱)۱۱  ،یمال  تیرینوسانات شاخص کل بورس تهران. مجله مد  ینیبشیدر پ  یبازگشت

نوسانات    یساز در مدل  PSO تمیو الگور  ی بازگشت  یعصب  یهاشبکه  بی(. ترک۱۴۰۳. )یمهد   ،یرضا، و رضو  ،یکاظم

 .7۰–5۱(،  ۲)۱۰  ،ی مال  یشاخص کل بورس تهران. فصلنامه مهندس

روند بازده بازار    ینیبشیدر پ GRU و LSTM یهامدل   ییکارا  سهی(. مقا۱۴۰۲. )رضایعل  ،ی و احمد  ن،ینسر  ،یمراد 

 .8۶–۶7(،  ۳)۹  ،ی مال  یساز . فصلنامه اقتصاد و مدل رانیا  هیسرما

بهرام  ،ی معصوم و  )  ،یسجاد،  مدل ۱۴۰۴کامران.  ق  یساز(.  از شبکه   متینوسانات  استفاده  با   یعصب   یهاسهام 

 .۹8–75(،  ۱)۱8  ران،یا  یمال  یها. مجله پژوهش یب یترک   GARCH یهاو مدل   یبازگشت

بازار سهام و    یهای بر ناهنجار  یو روان  یعوامل رفتار   لیتحل(.  ۱۴۰۴نعمتی، مهرداد، و رحمانی نوروزآباد، سامان. )

 .7۶  –  5۳(،  ۱۹)7۱، اقتصاد مالی،  گذارانهیسرما  یهامیتصم

عدم تقارن    سکیر  رییپذ  تیاثر سرا  (.۱۴۰۴نعیمی،عباس، فلاح شمس لیستانی، میرفیض، و اوحدی، فریدون.)

 .۳5۲  –  ۳۲7(،  ۱۹)7۱، اقتصاد مالی،  بازار ارز و بورس اوراق بهادار تهران  نانیینا اطم  نیب

و  ق یعم یریادگی یهاسهام با استفاده از مدل  مت یهوشمند ق ینیبشی(. پ۱۴۰۳الفت. ) ،یو طاهر ه،یسم ،ی نور
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Abstract 
Forecasting stock market volatility is a fundamental challenge in financial economics, playing a crucial 

role in risk management, investment strategy design, and policy-making decisions. Although classical 

econometric methods such as ARCH and GARCH have been successful in modeling volatility 

clustering, they exhibit limitations when addressing long-term dependencies and nonlinear behaviors 

inherent in financial data. In recent years, advances in deep learning, particularly recurrent architectures 

such as RNN, LSTM, and GRU, have enabled the extraction of complex patterns and latent features 

from financial time series. This study aims to examine and compare the performance of these three 

models in forecasting stock market volatility in Iran, evaluating their accuracy, stability, and 

explanatory power. The dataset comprises daily observations from the Tehran Stock Exchange over the 

period 2015–2024 (1394–1403 in the Iranian calendar), covering approximately 2,400 trading days, 

which allows for a robust assessment of model performance under real market conditions. Model 

evaluation was conducted using statistical metrics (MSE, RMSE, MAE) as well as financial criteria 

(Sharpe ratio and directional accuracy). The results indicate that the LSTM model achieves the highest 

accuracy and stability with an R² of 0.97, the GRU model attains comparable performance with an R² 

of 0.948 and faster convergence, while the basic RNN model, with an R² of 0.89, exhibits limitations 

in forecasting long-term volatility. These findings confirm that advanced recurrent architectures can 

serve as effective tools for developing financial forecasting systems and risk management strategies. 

Furthermore, future research is recommended to explore hybrid models, multi-source datasets, and 

online learning frameworks to enhance prediction accuracy and generalizability. 

Keywords: Stock market volatility, Deep learning, Recurrent Neural Network (RNN), Long Short-

Term Memory (LSTM), Gated Recurrent Unit (GRU) 
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