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Abstract 

Purpose: In the banking industry, retaining loyal customers is considerably more cost-effective and profitable than 
acquiring new ones. Customer churn remains a major challenge for banks, directly reducing profitability, increasing 
marketing expenditures, and lowering market share. This study evaluates the performance of machine learning algorithms 
in predicting customer churn in the branches of a state-owned bank in Iran between 2021 and 2024. By focusing on 
customer retention and minimizing the costs associated with attrition, the study aims to develop an efficient and 
interpretable model for identifying customers at risk of churn. 

Methodology: This descriptive-analytical and retrospective study analyzed data from 2,025 active customers over a four-
year period. For each customer, 12 features covering transactional, behavioral, and demographic characteristics were 
collected. Following data cleaning, z-score normalization was applied. Several machine learning algorithms—including 
Decision Tree, Random Forest, Support Vector Machine, Multilayer Perceptron, Bayesian Network, and XGBoost—
were implemented in R. Their performance was assessed through 10-fold cross-validation based on accuracy, sensitivity, 
and specificity. 

Findings: Among the 2,025 customers examined, 325 (16%) were identified as churners. Statistical tests revealed no 
significant differences between churners and non-churners in terms of age, relationship duration with the bank, and 
average deposits during the past six months. Among the models tested, XGBoost demonstrated superior performance 
with an accuracy of 96.89%, sensitivity of 87.11%, and specificity of 98.71%. The area under the ROC curve (AUC) for 
this model was 0.9907, indicating excellent discriminatory power. 

Originality/Value: The contribution of this study lies in integrating advanced machine learning techniques with rigorous 
statistical analysis using real-world banking data. To the best of our knowledge, this is among the few studies to 
systematically compare multiple ML algorithms within the Iranian banking context, emphasizing both interpretability 
and robust validation. The findings provide practical insights for banking policymakers to design proactive strategies 
aimed at improving customer retention.  
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 مقدمه  -1

شود. تغییرات سریع در رفتار مشتریان،  عنوان یک مزیت رقابتی کلیدی شناخته میدر فضای رقابتی امروز صنعت بانکداری، حفظ مشتریان موجود به 
بانک  پرداخت، موجب شدهفناوریو گسترش    های دیجیتالظهور  نوین  بانک های  تا  قرار گیرند. اند  از گذشته در معرض ریزش مشتری  بیش  ها 

تواند اثرات نامطلوبی بر درآمد، به معنای قطع تعامل فعال مشتری با بانک و انتقال خدمات مالی به رقباست. این پدیده می  گردانی مشتریروی

                       

 یو بانک یمال ی مطالعات راهبرد  
   93-108(، 1404)(، 2، شماره )3دوره                                                  

         www.journal-fbs.com  

   پژوهشی   نوع مقاله: 

 پیش بینی ریزش مشتریان بانک با استفاده از الگوریتم های یادگیری ماشین 

  * محسن حسینی سید   
 .عضو باشگاه پژوهان بانک سپه

 کیده چ

عنوان به   گردانی مشتریانتر و سودآورتر از جذب مشتریان جدید است. روی هزینه مراتب کمدر صنعت بانکداری، حفظ مشتریان وفادار به   هدف:
 با  حاضر پژوهش.  های بازاریابی و افت سهم بازار دارد مستقیمی بر کاهش سودآوری، افزایش هزینه  تاثیرها،  های اصلی بانک یکی از چالش 

 1403 تا 1400 هایسال  دریک بانک دولتی  شعب مشتریان گردانیروی  بینیپیش  در ماشین یادگیری هایالگوریتم عملکرد  ارزیابی هدف

 کارآمد مدلی دارد  تلاش  مطالعه  این مشتریان، ریزش  از ناشی هایهزینه  کاهش و وفادار مشتریان حفظ  اهمیت به توجه با  .است شده انجام

 . دهد  ارایه ریزش  معرض  در مشتریان شناسایی برای  تفسیرپذیر و

 1400 دوره  طی فعال مشتری  2025 به مربوط  هایداده . است  نگرگذشته  و تحلیلی-توصیفی نوع  از حاضر  مطالعه  شناسی پژوهش:روش 

 از پس هاداده .  گردید ثبت شناختیجمعیت  و رفتاری تراکنشی، مشخصات شامل ویژگی  12 مشتری هر برای  .شد  گردآوری 1403 تا

 تصمیم، درخت شامل ماشین یادگیری مختلف هایالگوریتم سازیپیاده  با سپس .شدند  سازینرمال  z-score روش  از استفاده  با سازی،پاک 

 استفاده با هامدل  عملکرد  ، Rمحیط در XGBoost و  بیزین شبکه چندلایه، پرسپترون عصبی  شبکه  ،پشتیبان بردار ماشین تصادفی، جنگل

 . شد  مقایسه  ویژگی و حساسیت صحت، معیارهای مبنای  بر و تایی 10 متقاطع اعتبارسنجی روش  از

 داد نشان آماری بررسی.  شدند  شناسایی گردانروی  مشتریان عنوانبه16%  معادل نفر 325 تعداد شده،بررسی  مشتری 2025 بین از  ها:یافته

 صحت با XGBoost مدل.  ندارند  معناداری  تفاوت  گروه  دو  بین  ماه گذشته  6در    هاسپرده میانگین   و بانک با رابطه  زمان مدت  سن، متغیرهای 

ی نمودار منحن زیر سطح  همچنین.  داد  نشان هاالگوریتم سایر  به  نسبت را عملکرد  بالاترین  71/98%  ویژگی و 11/87%  حساسیت %89/96
 . است  بندیطبقه  در بالا بسیار دقت  بیانگر  که شد محاسبه 9907/0 با  برابر مدل  این برای مشخصه عملکرد 

متغیرهای جدید از انجام شده است.    خاص بانکی (Feature Engineering) سازیویژگی در این پژوهش    افزوده علمی:اصالت/ارزش 
 ماههسه چهارم به    ماههسه   یهاتراکنش ده شده است مانند تغییر تعداد  که در مقالات مشابه کمتر استفا  شدهاستخراج   ها یا رفتار مشتریتراکنش 

ضرورت و اهمیت این  ایران  یهابانک یکی از  مشتریان مربوط به هایداده  از استفاده و ماشین یادگیری پیشرفته رویکردهای ترکیب  ...اول و  
 بانکی محیط در را ML الگوریتم چندین عملکرد  که است هاییپژوهش  معدود  از یکی  مطالعه  این  همچنین .  سازد یم پژوهش را بیشتر نمایان  

 اقدامات طراحی در بانکی گذارانسیاست  به تواندمی  آن نتایج.  کندمی  مقایسه دقیق اعتبارسنجی و  تفسیرپذیر تحلیل از گیریبهره  با ایران 

 . کند شایانی کمک مشتریان حفظ برای پیشگیرانه

 .یادگیری ماشین، XGBoostریزش مشتری، مدل  گردانی مشتری، روی ها:کلیدواژه 
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تر از حفظ طور متوسط پنج تا هفت برابر پرهزینه اند که جذب مشتری جدید به اشد. مطالعات نشان داده ها داشته ب شهرت و رشد بلندمدت بانک 
 . [1]تواند تا شش درصد سودآوری بانک را افزایش دهد گردانی میو حتی کاهش یک درصدی در نرخ روی  مشتریان فعلی است

زیادی داشته باشند    یهاانتخاب  توانندی مزیادی را پیش رو دارند و    یهانهی گزانی که در بازارهای بسیار رقابتی امروزی،  مشتری   داشتننگه مساله وفادار  
در حل این مساله مورد استفاده  تواندیمباشد  هاآنشخصی  یهال یپروفامشتری و  یهاانتخابز اهمیت است. یک پایگاه داده که شامل یبسیار حا

مورد    دهندیمهر مشتری و اینکه به کدام محصول رغبت بیشتری نشان    یهایژگ ی وبرای تشخیص    تواندیمقرار گیرد. الگوهای رفتاری مشتریان  
هبردهای متمرکز بر تولید و مالی برای چندین دهه را  موسسات  استفاده قرار گرفته و مواردی از این دست سبب وفادار ماندن مشتری خواهد شد.

های اقتصادی به  عوامل رقابتی، نیاز بنگاه   هارتباط با مشتریان تمرکز نداشتند. با رشد فناوری و توسع   ه کردند و چندان بر شیومعاملات را دنبال می 
مالی باید به شناخت صحیح   موسساتها و بانک  ها در بازار رقابتی با سایرنمود یافته است و بانک  شیازپشی ببا مشتریان   موثرایجاد و حفظ ارتباط 

؛  هاست آنو اقدام برای نگهداری و جذب    هاآنترین  ارزش   از مشتریان خود دست یابند. هدف از شناسایی مشتریان، ایجاد تمایز و تشخیص با
  . [2]است  خدمات بهینه و جذب مشتریان جدید    یهارامنظور  ها به رو مدیریت ارتباط با مشتریان ابزاری مهم و اثرگذاری در رقابت بین بانک ازاین

می آشکار  را  مشتری  ارزش  که  است  زیرساختی  مشتری  با  ارتباط  میمدیریت  افزایش  و  ارتباط  کند  مدیریت  داشتن  برای  مشتری،   موثردهد.  با 
فرد هر بخش ضروری است. بازار رقابتی  پاسخگویی به نیازهای منحصربه  منظوربه بندی آنان  ارزش مشتری و بخش   هآوری اطلاعات دربارجمع 

های زمانی، حجم بالای مشتریان، اطلاعات تکرار خرید مشتریان در بازه  لیاز قبهای خاصی سرعت در حال تغییر و تحول است و ویژگیامروزه به 
  ی بینی الگوی خرید و شناسایی نیازهاباارزش از رفتار خرید مشتریان و ... دارد. در چنین بازارهایی، هدف مدیریت ارتباط با مشتری، درک و پیش 

  لیاز قبهای بازاریابی  نیازی برای فعالیترو مدیریت ارتباط با مشتری، پیشمتناسب با خواسته و انتظارات مشتری است؛ ازاین  هان و عرض مشتری 
های نوین  خدمات در قالب   ارایهها و  رشد فناوری اطلاعات، افزایش رقابت بین بانک با    .[3]شود  سازی میهای مشتریان پیادهگذاری بخشهدف

خدمات    ارایهشناختی مانند تبلیغات،  عوامل محیطی و روان  تاثیربانکداری الکترونیک، احتمال ریزش مشتریان افزایش یافته است. از سوی دیگر  
بینی رفتار مشتریان با عدم قطعیت مواجه  ها در تحلیل و پیش ات نداشته باشد و بانک نوین و... موجب شده است رفتار مشتری در برخی شرایط ثب

 را بررسی کرد. هاآن بینی دقیق رفتار مشتری، ماهیت پویای رفتار بنابراین باید برای شناخت بهتر نیازها و پیش ؛ شوند

محور برای شناسایی مشتریانی هستند که در معرض ریزش قرار دارند.  دادههای علمی و  گیری از روش دنبال بهره ها به با توجه به این واقعیت، بانک 
بینی  تواند ابزار قدرتمندی برای پیشکاوی و یادگیری ماشین، میهای دادهها با روش های رفتاری، مالی و خدماتی مشتریان و تحلیل آن استفاده از داده

  ارایههایی با دقت بالا  های مشتریان را شناسایی کرده و خروجی های پیچیده و پنهان در داده ها قادرند الگوگردانی فراهم آورد. این الگوریتمروی
در     ،1مند و مدیریت ارتباط با مشتریکاوی در حوزه بازاریابی رابطه ترین کاربردهای دادهعنوان یکی از مهم گردانی مشتریان بهبینی رویپیش  .دهند
برای پیروزی در میدان رقابت نیازمند شناخت رفتار مشتریان خود هستند   هاسازمانهای اخیر توجه محققان بسیاری را به خود جلب کرده است.  سال

مشتریانی است که   کنند. هدف از تحلیل رویگردانی، شناسایی  ینیبشی پو رفتارهای آنان را    هاخواستهزودتر از دیگران    هاآنتا بتوانند برای نگهداری  
به مدیران کمک کند تا دلایل    تواندیمنزدیک سازمان را ترک کنند و از خدمات رقیب استفاده نمایند. تحلیل رویگردانی    یاندهیآدر    رودیماحتمال  

برخی از خدمات که فروش    در  خصوص به حفظ مشتریان قدیمی    رویگردانی مشتری را درک کنند و از این طریق روابط خود با مشتری را بهبود دهند.
خدمات اضافی و   ارایه جذب مشتری، ارزش فرصت را نیز برای شرکت به همراه دارد. به این معنا که سازمان قادر به  یهانه ی هز جزبه ندارند،   بارهک ی

تحمیل هزینه جذب مشتری جدید منجر به کاهش درآمد و    تنهانه  مشتریجدید به مشتری و کسب درآمد بیشتر است. به همین دلیل، از دست دادن  
شده    ارایهمتفاوتی از رویگردانی مشتری    یهافی تعردر منابع مختلف    . شودی مبلکه باعث از دست رفتن درآمدهای بالقوه نیز    شودیمبه سازمان  

 از:  اندعبارت هاآناست که برخی از 

 . [4]که مشتری از یک تامین کننده خدمات به دیگری مراجعه کند  افتدیم رویگردانی زمانی اتفاق  .1

 . [5] کندیم مراجعه   بیند، به یک بانک رقیبهای بهتری میوقتی مشتری ناراضی است یا گزینه  .2
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 پیش بینی ریزش مشتریان بانک با استفاده از...   / حسینی

اند )برای مثال با بستن حساب  شوند که رابطه بانکی خود را خاتمه دادهبه افرادی اطلاق می (churn) رویگردانمطالعات بانکداری، مشتریان    در
ثابت برای فعالیت مشتری از منظر   یآستانه  .طور معناداری کمتر از یک آستانه مشخص استها( بهها )مانند تعداد تراکنشتعامل آنبانکی( یا سطح  

عنوان های مشتری کمتر از این حد معین باشد، او به اگر تعداد تراکنش  کهیطوربه  .شودوکار تعیین می که از طریق قوانین کسب  بوده  تعداد تراکنش
های  گردانی مشتریان با استفاده از الگوریتمبینی روی های اخیر، مطالعات متعددی در حوزه پیش در سال  .[6]  شودشتری رویگردان در نظر گرفته میم

بهیادگیری ماشین انجام شده است و  بندی سلسلهاز ترکیب خوشه   با استفاده  [7]عنوان نمونه، عسگری و همکاران  .  مراتبی، مدل زنجیره مارکوف 
برای طبقه بانک در وضعیتالگوریتم درخت تصمیم، مدلی  و »ریزش های »فعال«، »نیمه بندی مشتریان  آستانه ریزش«    ارایهیافته«  فعال«، »در 

رسند، دیگر  یافته" می مشتریانی که به وضعیت "ریزش  79%از  هزار رکورد مشتری نشان داد که بیش  380ها بر روی بیش از کردند. نتایج مطالعه آن 
بازنمی  بانکی  سیستم  و محمدی  مطالعه در    .گردندبه  مطیعی  دیگر،  بهره   [8]ای  ت 1از شبکه عصبی مصنوعی  گیریبا  تو  شاپلی حلیل  وضیحات 

ها نشان دادند  های خصوصی ایران دست یافتند. آنریان یکی از بانک بینی ریزش مشتدر پیش   88.3%خروجی مدل، به دقت    پذیر برای تفسیرجمع 
پذیر از  تاثیرمتغیرهای  ترین  شده از جمله مهمو کاهش تنوع محصولات استفاده  که کاهش تعامل با خدمات الکترونیکی، افت میانگین موجودی

های این مطالعه نشان داد که استفاده از روش   قرار گیرند.  موردتوجهرفتاری این پدیده    یهانشانه   عنوانبه   توانندیم فرآیند رویگردانی مشتریان هستند و  
 . گیری مدیریتی را تسهیل کند تواند تصمیممی SHAP تفسیرپذیر مانند

 و امکان ترکیب با  بینی بالادلیل توانایی بالا در یادگیری غیرخطی، دقت پیشبه  CatBoost و XGBoost هایی مانندالمللی نیز مدلدر سطح بین 
  رچوب معرفی چا  با  [10]  لاندبرگ لی  همچنین  [9]و همکاران    ژانگ .  اندکردهگردانی موفق عمل  بینی رویهای تحلیل تفسیرپذیر، در حوزه پیشروش 

SHAPه از اوایل ده .  طور گسترده توسعه دادندهای مالی و بازاریابی به های پیچیده را فراهم کردند و کاربرد آن را در حوزه ، زمینه تفسیر خروجی مدل  
ارزش   هلاعات دربار آوری اطارتباط با مشتری، جمع  موثرمنظور مدیریت بازاریابی اهمیت پیدا کرده است. به   همفهوم مدیریت ارتباط در حوز  1980

بندی مشتریان است  بینی رفتار خرید و بخش ترین ابزارهای کاربردی برای بازاریابی، پیش توان گفت قویمی   کهی طوربهمشتری دارای اهمیت است؛  
بندی مشتریان به کند. بخشیرا از یکدیگر متمایز م  هاآنهای مشتریان را فراهم کرده  که امکان تفکیک خریداران از غیرخریداران و شناسایی گروه 

در بسیاری   .کنند منابع از آن استفاده می  هو تخصیص بهین  موثرگذاری  شود و بازاریابان برای هدفهای مشابه اطلاق می شناسایی مشتریان با مشخصه 
کند؛ بر همین در طول زمان تغییر نمی بندی مشتریان، فرض بر این بوده است که بازار پایدار و رفتار مشتری  های پیشین در حوزه بخش از پژوهش

با این حال، در شرایطی مانند اقتصاد    .ها تغییرناپذیر فرض شده است های مشتریان ثابت در نظر گرفته شده و تعلق افراد به این بخشاساس، بخش
زیرا نیازها، ترجیحات و رفتار  ؛  هنده واقعیت باشددتواند بازتاب های جدی مواجه است، این فرض نمی ایران که ثبات و پایداری بازار همواره با چالش 

برای رفع این محدودیت، در این پژوهش راهکار ما مبتنی بر  .  کند اجتماعی و محیطی در طول زمان تغییر می–عوامل روانی  تاثیرمشتریان تحت  
های مختلف در طول  جایی و انتقال مشتریان بین بخش های ثابت، الگوهای جابه در نظر گرفتن بخش  یجابه ای که  گونهتحلیل پویا بوده است؛ به 

سازی کرد  شود بتوان تغییرات رفتاری مشتریان را در شرایط بازار ناپایدار نیز ردیابی و مدلزمان استخراج و بررسی شده است. این رویکرد باعث می 
شده در این حوزه هر  های انجام دهد پژوهشبررسی سایر مطالعات، نشان می  .بیشتری با واقعیت برخوردار باشدو در نتیجه نتایج تحقیق از انطباق 

 کهیطوربه بندی پویای مشتریان وجود ندارد؛  بخش   هیک در نوع خود به بررسی جوانب مختلفی پرداخته و چندان چارچوب مفهومی جامعی در حوز
پیاده در بخش مدل  و  دارد  ربی، خلا تحقیقاتی  سازی تجسازی  بین بخش   جاییجابه   [17–11]زیادی وجود  انتقالات مشتریان  و و  های مختلف 

قرار داده، اما بررسی  مدنظر    زمانهم اند. به این ترتیب تعداد بسیار اندکی هر دو رویکرد را  را بررسی و مطالعه کرده  هاآناستخراج الگوهای غالب  
بر   این پژوهش  تمرکز  ازآنجاکه  ماندند، معطوف کرده است.  باقی  که در طول زمان در همان بخش  تعداد مشتریانی  به  فقط  را  تغییرات مشتریان 

این زمینه بررسی  شده در  های مختلف در طول زمان است، در ادامه مطالعات انجام جایی و انتقالات مشتریان بین بخش استخراج الگوهای جابه 
مارکوف   ه از زنجیر  هاآنهای مختلف نیز مطالعاتی انجام شده است که بیشتر  جایی مشتری بین بخش بینی انتقالات و جابه پیش  هدر زمین  شود.می

سازی سبد مشتری از  از موارد مهم در این زمینه است که در بهینه   یکی  [18]همبرگ و تتزک    هاند. مطالع کردهبینی استفاده  سازی و پیش برای مدل
مارکوف در   ه از زنجیر  [14]  و استریمرسچ  همچنین در مطالعات لمنس، کروکساند.  های مشتریان استفاده کردهبینی بخش مارکوف برای پیش  ه زنجیر

 این زمینه استفاده شده است. 

 

1 Artificial Neural Networks (ANN) 
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های اعتباری  کننده از کارتبینی ریزش مشتریان استفادهمنظور توسعه یک مدل پیش کاوی به اده ، از دو الگوریتم د [9]  و همکاران  در پژوهش ژانگ 
دسته متغیر اطلاعات مشتری، اطلاعات کارت،   4د. در این تحقیق که از اطلاعات پایگاه داده یک بانک چینی استفاده شده است، از  بهره گرفته ش 

استفاده از تمام    یجابه.  شوندیممتغیر مختلف    135که شامل    استفاده شده است  هاتراکنشربوط به  مربوط به ریسک مشتری و اطلاعات م  یهاداده
با استفاده از مدل    [20]  و همکاران  زی  . [19]بعدی انتخاب شدندبرای انجام مراحل    هاآن متغیر با توجه به همبستگی بین    95این متغیرها، تعداد  

 توسعه   تاریخی  هایداده   پایه  بر  کنندهبینیپیش  هایمدل  گرچه.  بزرگ چینی پرداختند مشتریان مربوط به یک بانک    یبنددستهمتوازن به    افتهیتوسعه
 هاآن  سازیپیاده  باشند،  داشته  مشابهی  عملکرد   نیز  تربزرگ  هایمقیاس   در   توانندمی  هاداده   آماری  مشابهت  صورت  در  الگوریتمی  نظر  از  و  یابندمی
 جریان   در  تأخیر  ها،داده   بودن  روزبه   و  کیفیت  مانند  هاییچالش  عملیاتی،  محیط  در.  شودنمی  محدود  مدل  صحت  به  تنها  بانکی  زنده  هایسامانه   در

 سازی مدل  دامنه   از  خارج   که  شودمی  مطرح  گیرندگانتصمیم   برای  تفسیرپذیری  به  نیاز   و  زیرساختی  هایمحدودیت  امنیتی،  الزامات  واقعی،  هایداده
 هابانک   زنده  هایسامانه   در   آن  عملی  کارگیریبه   اما  است،  تاریخی   هایداده   با   مدل  ارزیابی   و   توسعه  بر   پژوهش  این  تمرکز  رو،ازاین  .است  صرف 

  . است   اجرا  زمان  در  مدل  عملکرد   بر  نظارت  و  دسترسی  کنترل  عملیاتی،  هایسامانه   با  سازییکپارچه   مانند  تکمیلی  سازمانی  و  فنی  ملاحظات  نیازمند
انجام شده است. در این  دولتی  بانک    یک   گردانی مشتریانبینی رویمحور برای پیشبر این اساس، پژوهش حاضر با هدف طراحی یک مدل داده

مشتریان شامل اطلاعات تراکنشی، دموگرافیک و رفتاری، ابتدا وضعیت فعلی مشتریان تحلیل شده و سپس   موجود های  پژوهش، با استفاده از داده
آینده آنجهت پیش XGBoost مدل یادگیری ماشین بهره بینی رفتار  با  ترین ، مهمSHAP  وب گیری از چارچ ها آموزش داده شده است. در ادامه، 

 .اند تا زمینه برای تدوین راهبردهای هدفمند بازاریابی و حفظ مشتری فراهم گردددر ریزش مشتری شناسایی شده موثرهای ویژگی

 . پیشین  مطالعات  مقایسه  - 1 جدول
Table 1- Comparison of previous studies. 

 روش تحقیق   - 2

های بینی رویگردانی مشتریان بانک مورد استفاده قرار گرفتند. هر الگوریتم با توجه به ویژگیدر این پژوهش، چند الگوریتم یادگیری ماشین برای پیش 
 . ده شده استمختصر توضیح دا طوربه های اصلی هر الگوریتم داده و توانایی آن در شناسایی الگوهای رفتاری مشتریان انتخاب شد. در ادامه، گام

  (Decision Tree) درخت تصمیم   - 2-1

رود. در این روش، فرآیند  کار میبندی و رگرسیون به کاوی است که برای انجام وظایف طبقه های پرکاربرد در یادگیری ماشین و داده یکی از روش 
شامل    شود. ساختار درخت تصمیم سازی میها مدلهای دادهها بر روی ویژگیای از آزمونی مجموعه مراتبی و بر پایه صورت سلسله گیری بهتصمیم 

ی برچسب یا دهندهنشان )های برگ ها( و گره های منطقی بر روی ویژگینمایانگر آزمون )های داخلی گره (، گیریشروع تصمیم  نقطه )یک گره ریشه 
از   .شوداخته میتا زمانی که معیار توقف برآورده شود، س   ترهای کوچک ها به زیرمجموعه شده( است. این مدل با تقسیم تکراری داده بینیمقدار پیش

های عددی و کیفی اشاره کرد. در مقابل، حساسیت به  تفسیر، قابلیت نمایش گرافیکی و توانایی کار با داده   یسادگبه توان  مزایای درخت تصمیم می 
 .شوند های آن محسوب می ترین محدودیتاز مهم برازش نویز و احتمال بیش 

 

 ریزش مشتری یهاشاخص (%) مدل دقت تفسیرپذیری  زاربا استفاده  مورد الگوریتم ها داده نوع منابع  ردیف 

 تعداد تراکنشی، [7] 1

 کاربری  سابقه خدمات،

 زنجیره + بندیخوشه

 تصمیم  درخت + مارکوف

 تعداد کاهش تراکنش، کاهش - ندارد

 فعالیت  افت خدمات،

 هایکانال تراکنشی، [8] 2

 دموگرافیک  دیجیتال،

 مصنوعی عصبی شبکه

(ANN) 

SHAP 

 
 دیجیتال، خدمات از استفاده افت 88.3

 خدمات  تنوع و موجودی کاهش

 یبند زمان تراکنشی، [9] 3
 موجودی  تعامل،

XGBoost SHAP 91.4 کاهش ها،تراکنش ناگهانی افت 

 موجودی  افت دیجیتال، تعامل

 ومیعم هایداده [10] 4

 آزمایشی

 هاویژگی اهمیت تئوریک تحلیل - SHAP ( عمومی) مختلف هایمدل

 ها مدل خروجی در
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 :خلاصه کرد  شبه کدهای زیر در قالب ت گام صورتوان به فرآیند ایجاد درخت تصمیم را می 

Input: Training data X_train, y_train; Test data X_test 

Output: Predicted labels y_pred 

1. Initialize root node with all training samples 

2. For each node : 

 a. For each feature, compute best split threshold with highest information gain 

 b. Choose feature & threshold that maximizes impurity reduction 

 c. Split node into left/right children 

 d. Repeat the process recursively for each child node until the maximum depth is reached or no further split improves 

purity. 

 3. Assign a class label to each leaf node using the majority class of its samples. 

4. Predict labels y_pred for X_test by traversing the tree from root to leaf based on feature values, 

 که

X_train : متغیرهای ورودی() یآموزش  یهاداده 

y_train:  مقادیر هدف( ) یآموزش  یهابرچسب 

X_test: آزمون یهاداده 

y_pred  :های آزمونشده توسط مدل برای داده بینیها یا مقادیر پیشبرچسب 

 ( RandomForestجنگل تصادفی )   - 2-2

وش، تعداد کند. در این ری تجمیع چندین درخت تصمیم عمل می های قدرتمند در یادگیری ماشین است که بر پایهیکی از روش  جنگل تصادفی
 شود. نتیجه ها در هر گره ساخته می ای از ویژگیو انتخاب تصادفی زیرمجموعه  هاگیری تصادفی از داده زیادی درخت تصمیم با استفاده از نمونه 

تر نسبت به  دقیق برازش، عملکردی پایدار واین رویکرد با کاهش واریانس مدل و جلوگیری از بیش. آیددست میها به نهایی با تجمیع پاسخ درخت
نویز داده می  ارایهیک درخت تصمیم منفرد   به  قابلیت تخمین اهمیت ویژگیها مقاوم دهد. همچنین جنگل تصادفی نسبت    .ها را دارد تر است و 

 . دهدها در مدل جنگل تصادفی را نشان می کد زیر مراحل اصلی ساخت و تجمیع درخت شبه

Input: Training data X_train, y_train; Test data X_test 

Output: Predicted labels y_pred 

 For t=1 to T (number of trees): 

a. Draw a bootstrap sample from X_train . 

b. Build a Decision Tree using a random subset of features at each split. 

c. Store the trained tree ht(x) 

 For prediction: 
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I. For each test sample xxx, collect all tree predictions ht(x). 

II. Aggregate predictions by majority vote: 

III. Ypred=mode{h1(x), h2(x),..., hT(x)} 

 که

X_train : متغیرهای ورودی() یآموزش  یهاداده 

y_train:  مقادیر هدف( ) یآموزش  یهابرچسب 

X_test: آزمون یهاداده 

y_pred  :های آزمونشده توسط مدل برای داده بینیها یا مقادیر پیشبرچسب 

ht(x) : یدرخت تصمیم شماره t در یک جنگل تصادفی 

 1یبان بردار پشت   ین ماش   - 3-2

پشتیبان بردار  الگوریتم ماشین  از  نظارت یکی  که  های  است  ماشین  یادگیری  در  طبقه شده  به برای  رگرسیون  و  این  کار میبندی  اصلی  رود. هدف 
که نقش کلیدی در تعیین موقعیت    از هم جدا کند. بردارهای نزدیک به مرز تصمیم ها را با بیشترین حاشیه است که داده الگوریتم یافتن یک ابرصفحه

ها به فضای ویژگی با بعد بالاتر خطی، با استفاده از تابع کرنل، داده  غیرقابل تفکیک   مسایلدر    .شوندنامیده می ابرصفحه دارند، بردارهای پشتیبان
 و تابع پایه شعاعی ایهای خطی، چندجمله توان به کرنلها میترین کرنلشوند تا بتوان جداسازی خطی را در آن فضا انجام داد. از مهمنگاشت می

پذیری مناسب اشاره کرد. با این حال، و تعمیم   برازش ی بعد بالا، پایداری در برابر بیشتوان به کارایی بالا در فضاهامی SVM از مزایای  .اشاره کرد 
 : شودصورت زیر خلاصه می به SVM کد استاندارد الگوریتمشبه .های اصلی آن است حساسیت به انتخاب پارامترها و نوع کرنل از چالش 

Input: Training data X_train, y_train; Test data X_test 

Output: Predicted labels y_pred 

1. Define linear kernel function 

2.    Optimize the following objective: 

 

3.   Compute support vectors and parameters w,b. 

4.    Predict each test sample x∈Xtest: 

 که

 

1 Support Vector Machine (SVM) 

 
min𝑤,𝑏,𝜉  

1

2
‖𝑤‖2 + 𝐶∑𝑖  𝜉𝑖 

s. t. 

 

𝑦𝑖(𝑤
𝑇𝜙(𝑥𝑖) + 𝑏) ≥ 1 − 𝜉𝑖, 𝜉𝑖 ≥ 0. 

 𝑦pred = sign(𝑤𝑇𝜙(𝑥) + 𝑏). 
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X_train : متغیرهای ورودی() یآموزش  یهاداده 

y_train:  مقادیر هدف( ) یآموزش  یهابرچسب 

X_test: آزمون یهاداده 

y_predهای آزمونشده توسط مدل برای داده بینیها یا مقادیر پیش: برچسب 

W هاوزن: بردار 

b شود( که به تابع تصمیم مدل افزوده میای بایاس )انحراف از مبد: جمله . 

ξiدر : متغیر مجاز SVM را نقض کنند حاشیه ها محدودیتدهد برخی نمونه که اجازه می . 

C سازی در: پارامتر منظم SVM کند می سازی خطا ایجاد و کمینه حاشیه سازیای بین بیشینه که موازنه . 

ϕ(x)ها )نگاشت کرنل( در: تبدیل ویژگی SVM  کندها را به فضای با ابعاد بالاتر نگاشت میکه داده . 

xi نمونه : ith  هاداده از 

yi برچسب واقعی متناظر با نمونه : xi 

  1شبکه عصبی چندلایه   - 4-2

ندین لایه شامل یک لایه ورودی، یک یا چند لایه پنهان و یک لایه  های پرکاربرد یادگیری عمیق است که از چیکی از مدل شبکه عصبی چندلایه
نورونخروجی تشکیل می  به  وزنی  با ضرایب  که  نورون است  تعدادی  بعد متصل می شود. هر لایه شامل  و  قبل  این مطالعه،  های لایه  شوند. در 

سازی غیرخطی تبدیل شد تا ها از طریق تابع فعالخطی ورودی  سازی به شبکه وارد شدند. برای هر نورون، ترکیبهای ورودی پس از نرمال داده
انجام گرفت. معیار   سازکارگیری بهینه و به  انتشار خطاتوانایی مدل در تقریب روابط غیرخطی افزایش یابد. آموزش شبکه با استفاده از الگوریتم پس 

های اعتبارسنجی تعیین یا آنتروپی متقاطع( و بهبود عملکرد روی داده توقف آموزش بر اساس حداقل شدن تابع هزینه )مانند میانگین مربع خطا  
 . شد

 . دهدکد زیر مراحل اصلی آموزش و ارزیابی شبکه عصبی چندلایه را نشان می شبه

Input: Training data X_train, y_train; Test data X_test 

Output: Predicted labels y_pred 

1. Initialize network architecture with input, hidden, and output layers. 

2. Randomly initialize weights and biases. 

3. For each epoch: 

 

 

1 Multi Layer Perceptron (MLP) 
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a. Perform forward propagation to compute output: 

b. Compute loss between predicted and true labels. 

c. Perform backpropagation to compute gradients of weights. 

d. Update weights and biases using gradient descent. 

4. Predict y_pred  for X_test  using forward propagation, 

 که

X_train : متغیرهای ورودی() یآموزش  یهاداده 

y_train  :مقادیر هدف( ) یآموزش  یهابرچسب 

X_test: آزمون یهاداده 

y_pred  :های آزمونشده توسط مدل برای داده بینیها یا مقادیر پیشبرچسب 

al : در شبکه عصبی چندلایه  1 سازی( لایهبردار خروجی )فعال 

bl ,Wl : در 1 بردار بایاس لایه و   هاماتریس وزن MLP 

f(.) :سازی درتابع فعال MLP مانندReLUت هایپربولیک ، سیگموید یا تانژان 

  (Bayesian Network) شبکه بیزین  - 2-5

دهد. هر گره در شبکه نمایش می دار بدون حلقهیک مدل گرافیکی احتمالاتی است که روابط شرطی میان متغیرها را با یک گراف جهت شبکه بیزی
برای  های احتمال شرطیهستند. پارامترهای شبکه شامل توزیعها  های شرطی بین آندهنده وابستگیها نشان دهنده یک متغیر تصادفی و یال نشان 

شده است و برای استنتاج های مشاهدهشوند. آموزش شبکه بیزی شامل برآورد ساختار گراف و پارامترها از داده هر گره نسبت به والدین آن تعیین می
 . شوداستفاده می Belief Propagationیا   Variable Eliminationهایی مانند از الگوریتم

 . شده است ارایهکد مراحل اجرای شبکه بیزی در الگوریتم زیر شبه

Input: Training data X_train, y_train; Test data X_test 

Output: Predicted labels y_pred 

1. Define network structure G=(V,E), where each node represents a variable. 

2. Estimate conditional probability tables (CPTs) P(Xi∣Parents(Xi)) from X_train. 

3. For each test sample: 

a. Compute posterior probability for each class c: 

b. Assign class with the highest posterior probability. 

4. Output y_pred  for all samples in X_test 

 که

 𝑎(𝑙) = 𝑓(𝑊(𝑙)𝑎(𝑙−1) + 𝑏(𝑙)). 

 𝑃(𝑐 ∣ 𝑋) ∝ 𝑃(𝑐)∏𝑖  𝑃(𝑋𝑖 ∣ 𝑃𝑎𝑟𝑒𝑛𝑡𝑠(𝑋𝑖)). 
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X_train : متغیرهای ورودی() یآموزش  یهاداده 

y_train:  مقادیر هدف( ) یآموزش  یهابرچسب 

X_test: آزمون یهاداده 

y_predهای آزمونشده توسط مدل برای داده بینیها یا مقادیر پیش: برچسب 

G=(V,E)  :دهد؛ساختار شبکه بیزی را نمایش میکه   دارگراف بدون دور جهت V ها )متغیرها( و  ی گره مجموعه E ها( ها )وابستگییال  مجموعه
 .است

Parents(Xi) : ی والدهای گره مجموعه Xi  متغیرهایی که بر( در شبکه بیزی Xi دارند تاثیر) 

P(Xi∣Parents(Xi) :توزیع احتمال شرطی متغیرXi  ر شبکه بیزیبا توجه به والدهایش د 

P(c∣X) :کلاس  احتمال پسین c  ی ورودی با توجه به دادهX ی بیز، طبق قضیه 

 ( XGBoostتقویت گرادیان )  - 2-5

است که با هدف بهبود دقت، کارایی و سرعت یادگیری طراحی   های تقویت گرادیانمدل های پیشرفته در خانواده یکی از روش  XGBoostالگوریتم 
بینی که هر درخت جدید خطاهای پیش  یاگونهبهدهد،  ترتیبی آموزش می  صورتبه را  های تصمیمای از درختالگوریتم مجموعهشده است. این  

 . دهند بین قوی را تشکیل می کند. در نتیجه، مدل نهایی ترکیبی از چندین درخت ضعیف است که با هم یک پیشهای قبلی را اصلاح می درخت

 XGBoost های سنتی گرادیان بوستینگ، شامل بهبودهایی  کند و در مقایسه با نسخه سازی تابع خطا استفاده میبرای کمینه ی گرادیانیسازاز بهینه
و افزایش قابلیت تعمیم مدل   برازش ها موجب کاهش بیش های ناقص است. این ویژگیسازی، کنترل پیچیدگی مدل و مدیریت دادهی منظمدر زمینه

 . شوندمی

های بزرگ  که باعث افزایش قابل توجه سرعت آموزش در مجموعه داده   برد سازی حافظه بهره میاز محاسبات موازی و بهینه XGBoost این،  علاوه بر
بندی و رگرسیون  بینی، طبقهیادگیری ماشین از جمله پیش  مسایلدر بسیاری از  XGBoost شود. به دلیل دقت بالا، پایداری و کارایی مناسب،  می

 . شده است ارایهبرای تبیین مراحل اجرای روش  XGBoost کد الگوریتمشبه .شودها شناخته مییکی از بهترین الگوریتم عنوانبه 

 Input: Training data X_train, y_train; Test data X_test 

Output: Predicted labels y_pred 

1. Initialize model with a constant prediction (e.g., mean of ytrainy_{train}ytrain). 

2. For t=1 to T (number of boosting rounds): 

a. Compute pseudo-residuals: 

 

 

 𝑟𝑖 = −
𝜕𝐿(𝑦𝑖 , 𝑦̂𝑖)

𝜕𝑦̂𝑖
. 
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b. Fit a regression tree ft(x) to predict residuals ri  

c. Compute leaf weights to minimize loss with regularization. 

d. Update model: 

 

3. Predict y_pred  for X_test  using the sum of all trees: 

 که

X_train : متغیرهای ورودی() یآموزش  یهاداده 

y_train:  مقادیر هدف( ) یآموزش  یهابرچسب 

X_test: آزمون یهاداده 

y_predهای آزمونشده توسط مدل برای داده بینیها یا مقادیر پیش: برچسب 

𝑟𝑖 :بینیگرادیان منفی تابع خطا نسبت به پیش 

𝑦𝑖:  برچسب واقعی مربوط به نمونه i 

𝑦̂𝑖 :ای نمونه شده بربینیمقدار پیش i در زمان آموزش مدل 

𝜂 :هر درخت جدید در تاثیرکه میزان  نرخ یادگیری XGBoost کندرا کنترل می. 

𝑓𝑡(𝑥)  : ی بینی )درخت( در مرحلهتابع پیش t از فرآیند  Boosting 

 مجموعه داده   - 2-7

از    یهاداده بدین منظور   به مشتریان یکی  که در    یهابانک مربوط  و    1403تا    1400  یهاسالدولتی  بررسی  بودند  این شد. در    یآورجمع فعال 
با رفتار مشتریان برای پیش 12پژوهش،   بر اساس مرور ادبیات پیشین، محدودیت ویژگی کلیدی مرتبط  بینی رویگردانی انتخاب شد. این تعداد 

توانست باعث افزایش  ها میتعیین گردید. انتخاب تعداد بیشتری از ویژگیر خبرگان  بر اساس نظهای واقعی بانک و تحلیل اولیه اهمیت متغیرها  داده
  12بنابراین، تعداد   ؛ها نیز ممکن بود اطلاعات رفتاری مهم مشتریان از دست برودو کاهش تعداد ویژگی  پیچیدگی مدل و کاهش قابلیت تفسیر شود

 . کندها ایجاد میسازی مدلپیاده بینی و قابلیت عملی داده، تعادل مناسبی بین دقت پیش 

 ماه   12  در(  تراکنش  فاقد)  غیرفعال  یهاماه  مشتری، تعداد  یهاسپرده  بانک، تعداد   با  رابطه  زمان  مشتری، مدت  داده شامل سن  12برای هر مورد  
  ماه   12  در  هاسپرده  ، میانگین (ریال  میلیون)  گذشته  ماه   12  در  هاسپرده  ماهانه  میانگین  گذشته، حداقل  ماه   6در    روزانه  تراکنش  تعداد  گذشته، میانگین

 ها تراکنش  تعداد  ماهانه  ، میانگین(ریال  میلیون)  گذشته  ماه  12  در  هاتراکنش  اول، میانگین  ماهه  سه   به  چهارم   ماهه  سه  یهاتراکنش  مقدار  گذشته، تغییر
 شد.  یآورجمع  (ریال میلیون) گذشته ماه 3 در هاسپرده اول و میانگین ماهه  سه  به  چهارم   ماهه سه یهاتراکنش تعداد گذشته، تغییر ماه 12 در

 

 𝑦̂𝑖 ← 𝑦̂𝑖 + 𝜂𝑓𝑡(𝑥𝑖). 

 𝑦pred = ∑𝑡=1
𝑇  𝜂𝑓𝑡(𝑥), 
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 مشتریان.   ی های ژگ ی و   - 2 جدول
Table 1- Customer features. 

 
های با محدودیت داده   حالنیدرع راستا هستند و  های پیشین هم های پژوهشهای انتخابی با یافته ، ویژگیشودمی مشاهده  جدول  گونه که در  همان

 .اندواقعی بانک و تحلیل اولیه اهمیت متغیرها تطبیق یافته 

 ها داده   پردازش ش ی پ   - 2-8

یر داده مفقود داشتند، این مقدار با میانگین همان متغیر در متغیر مورد استفاده کمی بودند. برای مشتریانی که یکی از مقاد  12در این پژوهش، تمام  
نااریب امکان می   عنوانبه بین سایر مشتریان جایگزین شد. استفاده از میانگین   دهد که رفتار مشتری بدون ایجاد سوگیری سیستماتیک  برآوردگر 

کاهش حجم نمونه و از دست رفتن اطلاعات ارزشمند گردد.   حذف کامل مشتریان با داده ناقص ممکن است منجر به   کهیدرحالسازی شود،  مدل
نکته و نسبت بسیار کم داده بینی رفتار مشتری محسوب  (، این روش منطقی و متداول در مطالعات پیش1%های مفقود )کمتر از  با توجه به این 

 نرمالایز شدند.    z-scoreکمی با روش  یهادادهسپس همه  .شودمی

 یادگیری ماشین   ی ها ل مد   ی ساز اده ی پ   - 2-9

استفاده شد تا صحت   R های استاندارد ها از کتابخانه سازی شدند. برای همه الگوریتم پیاده R افزارهای مورد استفاده در این پژوهش با نرم الگوریتم
آن کتابخانه عملکرد  از  پیادهها تضمین شود. استفاده  الگوریتمهای معتبر، صحت  را تضمین می سازی  نتایج بخش   علاوه   .کند ها  این،  و  بر  بندی 

 .ها استدهنده صحت اجرای الگوریتمکه نشان  صورت منطقی و نزدیک به هم بودندبینی با مقایسه میانگین و پراکندگی، به پیش

 آنالیز نتایج   - 2-10

سپس آزمون مقایسه میانگین  .  شدگزارش   به همراه بررسی توزیع متغیرها در دو گروه مشتریان وفادار و مشتریان رویگردان هاداده ابتدا آمار توصیفی  
 افزارنرم آماری با استفاده از    یهالیتحلانجام شد. تمامی    95%متغیر با سطح اطمینان    12دوجامعه )گروه مشتریان وفادار و رویگردان( در هر  

SPSS 20   ی هامدلد. سپس  انجام ش  ML    درخت تصمیم،    ،یجنگل تصادفمختلف شاملSVM  ،MLPو    ، شبکه بیزینXGBoost  شد تا    اجرا
با استفاده از روش صحت، حساسیت و ویژگی و    یارهایبر اساس مع   شدهاستفادهی  هامدلرفتار مشتریان تعیین شود.    ینیبشیپبهترین مدل برای  

10-fold cross validation  که در  مدل  یبندطبقه کارایی میزان  .  شدند  ی ابی ارز ماتریس آشفتگی  بر اساس  بیان گردیده   2جدول  های مختلف 
 قرار گرفت. یموردبررس 

 منابع  توضیح مختصر  ویژگی منتخب ردیف 
 [21] شناختی مرتبط با وفاداری و ریزش شاخص جمعیت سن مشتری  1

 [23]، [22] طول عمر مشتری؛ مشتریان قدیمی احتمال ریزش کمتر  مدت زمان رابطه با بانک  2
 [24] عمق رابطه مشتری با بانک  های مشتری تعداد سپرده 3

 [25] مشتری شاخص کاهش تعامل  ماه گذشته  ۱۲های غیرفعال در تعداد ماه 4
 [26] میزان فعالیت مالی و تعامل مشتری  ماه گذشته  ۶میانگین تعداد تراکنش روزانه در  5

 [27] شاخص توان مالی و پایداری حساب  ( میلیون ریال)ماه گذشته  ۱۲ها در حداقل میانگین ماهانه سپرده 6

 [28] سطح تعامل و اعتماد مشتری  ماه گذشته  ۱۲ها در میانگین سپرده 7
 [29] روند افزایش یا کاهش فعالیت مالی  های سه ماهه چهارم به سه ماهه اول تغییر مقدار تراکنش 8

 [30] سطح تعامل مالی و عمق رابطه  ( میلیون ریال)ماه گذشته  ۱۲ها در میانگین تراکنش 9

 [31] شاخص فعالیت مداوم مشتری  ماه گذشته  ۱۲ها در تعداد تراکنش میانگین ماهانه 10

 [32] روند رفتاری و تغییر در تعامل  های سه ماهه چهارم به سه ماهه اول نشتغییر تعداد تراک 11

 [33] شاخص فعالیت مالی اخیر مشتری  ماه گذشته میلیون ریال  ۳ها در میانگین سپرده 12
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 . آشفتگی   س ماتری   - 3 جدول 
Table 3- Turbulence matrix. 

 

 

 

 
  هاتمی الگورتوسط    یدرستبه که    استبه ترتیب تعداد مشتریان رویگردان و وفادار    True Negative (TN)و    Positive (TP)  در این پژوهش معیارهای

 False که به اشتباه توسط مدل رویگردان تشخیص داده شده بودند و باشدیمتعداد مشتریان وفادار  False Positive (FP)شده بودند،  یبندطبقه

Negative (FN)    نحوه محاسبه    3جدول  وفادار در نظر گرفته شده بودند. در    عنوانبه   هاتمی الگورتعداد مشتریان رویگردان بوده است که توسط
انجام    R 4.4.2یادگیری ماشین در محیط    یهاک یتکنو ارزیابی    یسازادهیپنمایش داده شده است.    معیارهای عملکردی مورد استفاده در پژوهش

 شد. 

 مورد استفاده.   ی عملکرد   ی ارها ی محاسبه مع  - 4جدول 
Table 4- Calculation of performance metrics used. 

Calculation Performance criteria 

TP + TN

TP + FP + TN + FN
 

Accuracy 

TP

TP + FN
 Sensitivity/ Recall 

TN

FP + TN
 Specificity 

 ها افته ی   - 3

مشتری تعداد   2025شد. از    یآورجمع   1403تا    1400دولتی خراسان شمالی در سال    یهابانک مربوط به مشتریان یکی از    یهاداده در این مطالعه  
 . دهدیمآمار توصیفی متغیرهای مطالعه را نشان  4جدول . اندکردهاز خدمات بانک رویگردانی  ( نفر%16) 325

 توصیف متغیرهای مطالعه   - 5جدول 
Table 5- Description of study variables. 

 Predicted   

Negative Positive   

False Negatives (FN) True Positives (TP) Positive Real 
True Negatives (TN) False Positives (FP) Negative  

مشتریان وفادارمیانگین  نام متغیر 
 )انحراف معیار(

میانگین  رویگردانمشتریان 
 )انحراف معیار(

P-Value 

 

 0.058 7.67± 45.74 8.08± 45.12 سن مشتری

 0.168 7.8 ± 36.27 8.02 ± 36.65 رابطه با بانک )بر اساس تاریخ افتتاح سپرده به ماه(  زمانمدت

 0.001> 1.14 ± 3.39 1.12 ± 3.87 مشتری  یهاسپردهتعداد  

 0.001> 1.02 ± 2.75 1.04 ± 2.36 گذشته ماه  ۱۲فاقد تراکنش( در )غیرفعال    یهاماهتعداد  
 0.001> 1.08 ± 2.79 1.07 ± 2.28 ماه گذشته ۶در میانگین تعداد تراکنش روزانه  

 0.001> 921.39 ± 672.82 757.74 ± 1256.6 ماه گذشته )میلیون ریال( ۱۲در   هاسپردهحداقل میانگین ماهانه  
 0.977 910.21 ± 746.216 908.67 ± 747.273 ماه گذشته ۱۲در   هاسپردهمیانگین  

 0.001> 0.21 ± 0.69 0.22 ± 0.77 سه ماهه چهارم به سه ماهه اول  یهاتراکنشتغییر مقدار  
 0.001> 230.23 ± 509.03 351.78 ± 665.66 ماه گذشته )میلیون ریال(  ۱۲در   هاتراکنشمیانگین  

 0.001> 14.57 ± 44.93 22.92 ± 68.67 ماه گذشته ۱۲در   هاتراکنشمیانگین ماهانه تعداد  
 0.001> 0.23 ± 0.55 0.23 ± 0.74 سه ماهه چهارم به سه ماهه اول  یهاتراکنشتغییر تعداد  

 0.001> 0.26 ± 123 0.27 ± 234 ماه گذشته )میلیون ریال( ۳در   هاسپردهمیانگین  
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هستند،    0.05شتر از  ماه گذشته بی  12در    هاسپردهبرای متغیرهای سن مشتری، مدت زمان رابطه با بانک و میانگین    p-value توجه به اینکه مقادیربا  
مورد سایر در  لذا این متغیرها از مطالعه خارج شدند.  ها برای این متغیرها وجود ندارد.  توان نتیجه گرفت که تفاوت آماری معناداری بین گروه می

یادگیری ماشین در نظر   یهامدل یهایورود عنوانبه دهنده تفاوت معنادار آماری است و ، این نشان 0.05کمتر از  p-value وجودمتغیرها به دلیل  
نظر هر سه معیار  . از  دهدیممشتریان به دو گروه وفادار و رویگردان نشان    یبنددستهیادگیری ماشین را در    یهامدلعملکرد    1شکل    گرفته شد.

صحت    XGBoostعملکردی،   ویژگی    11/87حساسیت    ،89/96با  است.  71/98%و  الگوریتم  به    ROCنمودار    2شکل  بهترین  مربوط 
معیار توانایی مدل در تمایز بین   AUC .تاس   1و بسیار نزدیک به    0.9907با    برابر  1مقدار سطح زیر منحنیدهد.  را نشان می  XGBoost الگوریتم

  طور بهتر باشد، قدرت تشخیص مدل بالاتر و عملکرد آن بهتر است.  نزدیک   1کننده است؛ هرچه این مقدار به  کننده و غیرریزش مشتریان ریزش 
به   AUC معکوس، بودنشان  0.5نزدیک  خواهد  مدل  شانسی  تقریبا  مقدار  ؛  دهنده عملکرد  بالای  دهنشان   0.9907بنابراین  بسیار  کیفیت  نده 

 . بینی مدل استپیش

 یادگیری ماشین.   ی ها تم ی الگور مقایسه عملکرد    - 1شکل 
Figure 1- Comparing the performance of machine learning algorithms. 

 

 . Xgboostبرای الگوریتم   ROCنمودار    - 2شکل 
Figure 2- ROC chart for the Xgboos algorithm. 

 

1 Area Under the Curve (AUC) 
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 ی ر ی گ جه ی نت بحث و    - 4

الگوریتم از  که استفاده  داد  این پژوهش نشان  یادگیری ماشین مینتایج  پیش های  و  برای شناسایی  اثربخش  و  کارآمد  بینی ریزش تواند رویکردی 
، XGBoostهایی مانند  ویژه الگوریتمهای یادگیری ماشین، بهها حاکی از آن است که برخی مدلمشتریان در صنعت بانکداری باشد. تحلیل داده

هایی که قابلیت  ها بیانگر آن است که مدلها از جمله رگرسیون لجستیک یا درخت تصمیم ساده دارند. این یافته عملکرد بهتری نسبت به سایر روش 
 .دهندیبینی رفتار مشتریان از خود نشان م پردازش روابط غیرخطی و تعامل میان متغیرها را دارند، توانایی بیشتری در پیش

گیری و مدیریت  های بانکی است که اهمیت یادگیری ماشین در ارتقای کیفیت تصمیمهای پیشین در حوزه تحلیل داده مطالعه حاضر همسو با پژوهش
ک و مقایسه چندین  های واقعی مشتریان باناند. با این حال، وجه تمایز تحقیق حاضر آن است که با تمرکز بر داده ارتباط با مشتریان را برجسته ساخته 

های مهم پژوهش این بود  یکی از یافته  .کرده است  ارایهها در شرایط واقعی  الگوریتم مختلف، تصویری جامع از نقاط قوت و ضعف هر یک از روش 
تراکنش تعداد  بانک،  با  مانند مدت زمان همکاری مشتری  متغیرهایی  تعداد  رفعالیغ  یهاماه تعداد  ها،  که  گین موجودی حساب  میانو    هاسپرده، 

های رفتاری و الگوهای  های مالی سنتی، شاخصدهد که علاوه بر شاخص را در احتمال ریزش مشتریان دارند. این موضوع نشان می  تاثیربیشترین  
عامل کمتری با بانک دهد که مشتریانی که تتبیین نتایج نشان می  .کنندبینی ریزش ایفا میتعاملی مشتریان با بانک نیز نقش بسیار مهمی در پیش

توانند با شناسایی این گروه از  ها میبنابراین، بانک ؛  گیرندکنند، بیشتر در معرض ریزش قرار میدارند یا از خدمات متنوع بانک کمتر استفاده می
ربه کاربری خدمات دیجیتال را های تشویقی یا بهبود تجشده، طراحی بسته سازیپیشنهادهای شخصی  ارایهای مانند  مشتریان، اقدامات پیشگیرانه 

 . در دستور کار قرار دهند

این پژوهش  یطورکلبه  نتایج  الگوریتممی  تایید،  که  یادگیری ماشین میکند  بانکی  های  با مشتریان  ارتباط  ابزارهای قدرتمندی در مدیریت  توانند 
ها با دقت بالای خود قادرند مشتریان در معرض ریزش را شناسایی کنند و بدین ترتیب به مدیران کمک کنند تا اقدامات اصلاحی باشند. این مدل

تواند منجر به کاهش نرخ ریزش، افزایش رضایت مشتریان، بهبود تصویر برند هایی میانجام دهند. اجرای چنین مدل  لازم را قبل از خروج مشتریان
های حفظ  ها برنامه توانند مشتریانی که احتمال ریزش بالایی دارند را شناسایی کرده و برای آن مدیران می  .ارتقای سودآوری بانک شود  تیدرنهاو  

ها و مدت زمان رابطه با بانک نقش مهمی در  ها، تعداد تراکنشها، متغیرهایی مثل میانگین سپردهبر اساس یافته   .کنند  مشتری اختصاصی طراحی
مشتریان   برای.  و داشبوردهای مدیریتی تقویت کنند CRM هایتوانند نظارت و تحلیل این متغیرها را در سیستمبینی ریزش دارند. مدیران میپیش

تواند  با استفاده از خروجی مدل، بانک می .  تواند اثرگذار باشدهای مالی یا خدمات ویژه میمشوق   ارایهدامات وفادارسازی و  در معرض ریزش، اق
با توجه به تغییر شرایط بازار و رفتار    .های بازاریابی را بر اساس ریسک ریزش مشتریان هدفمند کند و منابع را به شکل بهینه تخصیص دهدکمپین

کاربردهای عملی نتایج این   .بینی حفظ شودکنند تا دقت پیش   یروزرسانبه ای بازبینی و  دوره   صورتبه بینی را  های پیشمدیران باید مدلمشتریان،  
 :توان در چند محور اصلی خلاصه کرد پژوهش را می 

 های وفاداری ویژه برای آنان مشتریان کلیدی که احتمال ریزش بالایی دارند و طراحی برنامه  ییشناسا :حفظ مشتریان ارزشمند .1

 شده سازی خدمات شخصی  ارایههای هدفمند و بینی برای طراحی کمپین استفاده از نتایج پیش  :های بازاریابیبهبود استراتژی  .2

 سازی تخصیص منابعها بیشتر است و در نتیجه بهینهل ترک آن تمرکز بر روی مشتریانی که احتما :هامدیریت ریسک و کاهش هزینه  .3

بهره  .4 مدل :  وری خدمات دیجیتالافزایش  از  توسعه سیستم استفاده  برای  ماشین  یادگیری  در  های  مشتریان  ارتقای تجربه  و  پیشنهاددهنده  های هوشمند 
 بسترهای آنلاین 

شواهد تجربی معتبر، گامی مهم در جهت توسعه    ارایههای بانکی و  ر تحلیل دادهبر اهمیت یادگیری ماشین د  تاکید در مجموع، پژوهش حاضر با  
می سیستم محسوب  بانکداری  صنعت  در  مشتری  مدیریت  هوشمند  پژوهش های  چنین  استمرار  میشود.  زمینه هایی  بانک تواند  ایجاد  های ساز 

ریزش مشتریان را کاهش دهند بلکه    تنهانه ها، قادر خواهند بود  یشرفته داده هایی که با تکیه بر تحلیل پمحور و هوشمند در آینده باشد؛ بانک داده
 . طور چشمگیری افزایش دهندارزش طول عمر مشتری را نیز به 
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بوده و ممکن است الگوهای رفتاری   دولتیمربوط به یک بانک    شدهاستفادههای  آنکه داده   -1  ؛هایی نیز همراه بوده استاین پژوهش با محدودیت
های  ویژه زمانی که داده گذار باشد؛ به تاثیرها  تواند بر عملکرد مدلها نیز میکیفیت و کامل بودن داده   -2  ،ها متفاوت باشدمشتریان در سایر بانک 

 کهیدرحالاند،  ان در این مطالعه لحاظ نشده بر ریزش مشتری   موثرشناختی و اجتماعی  برخی عوامل روان   -3  و  ناقص یا نویزی وجود داشته باشد
چند  های  های آتی از داده شود پژوهشآفرین باشند. از این رو، پیشنهاد می توانند در تصمیم مشتریان برای ادامه یا قطع همکاری با بانک نقشمی

نتایج جامعشناخو همچنین متغیرهای رفتاری و روان  تر مانند یادگیری عمیقهای پیشرفته، مدلیبانک تا  تری تر و دقیقتی مشتریان استفاده کنند 
 .حاصل شود
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