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ABSTRACT 

In this research, due to the importance of investing and especially investing in the 

stock market, we predicted the stock price return on the stock exchange through 

the Auto-Regressive Integrated Moving Average (ARIMA) and Recursive Neural 

Network (RNN) of long-short term memory (LSTM). Then, to reduce the risk of 

decision-making, we compared the predictive power of these two models to 

determine a better model. The research variable is the stock price of the top 20 

(in market cap) companies on the stock exchange for the period of  the 11th Feb 

2015 to 22th  Jan 2022. We considered the data of the last 10 days as experimental 

data and the previous data as educational data. Initially, we calculated the mean 

and standard deviation of the prediction error of both models; these criteria had 

less value for the LSTM recursive neural network model than the ARIMA model. 

To measure the significance of this difference in predictive power, we used 

Harvey, Liborne, and New Bold tests. The results showed that in predicting the 

stock prices of the top 20 companies of the stock exchange, the predictive power 

of the LSTM recursive neural network model was statistically and significantly 

higher than the ARIMA model which means better predition of stock prices and 

higher return for investors. In the end, it is believed that the LSTM model may 

have the best predictive ability, but it is greatly affected by the data processing. 

 
1 Introduction 

Nowadays, the stock exchange market has become an integral part of the global economy; the 

economic conditions of individuals, companies, and the country are to some extent affected by any 

fluctuations in this sector. It has always been of interest to individuals and investors due to its higher 

average return than other markets. However, some factors affecting the stock exchange behavior are 

still unknown, which causes fluctuations and upward, downward and neutral trends. On the other hand, 

predicting the future behavior of stocks has become one of the most important subjects in financial 

science. Nowadays, to increase investment confidence and reduce the risk of buying stocks, by having 
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information about past stock prices and using different scientific methods, we can predict its future 

price. 

Predicting the future seems to be an ability that everyone  wants to possess, especially when it can 

bring benefits.  This may be why stock price forecasting is so popular.  Although proponents of efficient 

market hypothesis  believe that stock price fluctuations are impossible to predict, a considerable number 

of researchers claim that some models are acceptable as long as they can produce  predictions with 

considerable accuracy. The most commonly used models are artificial neural networks (ANN) and 

autoregressive integrated moving average (ARIMA) models. Of course, in recent years, some  

researchers have proposed that long short-term memory (LSTM) networks has higher prediction 

accuracy. This article will focus on the differences in theses three models prediction results of the share 

price of the same corporation in a certain  period, hoping to provide some convenience for later 

researchers.[20] 

One of the tools for predicting the future behavior of stock is neural networks. Early neural networks 

were not capable of storing past information, so recursive neural networks were designed to address 

this problem. Recursive neural networks consist of a recursive loop that ensures that information gained 

from the previous moments is not lost and remains in the network. LSTM networks are a special type 

of recursive neural network that can learn long-term dependencies. These networks were first 

introduced in 1997 [15].Auto Regression Integrated Moving Average (ARIMA) is another important 

tool in time series analysis to predict the future prices of a variable based on its current value. ARIMA's 

goal is to identify the nature of relationships between residuals that provide a model with a certain 

degree of predictive power. [4] 

The ARIMA model which is used for analysis and prediction  has been considered as a very effective 

prediction technique, especially in social sciences. The prediction does not need to assume any 

underlying models or related equations. Because ARIMA's forecast  results are derived from the values 

of the input variables  and error terms. But limited to it is a linear regression  model, ARIMA may have 

some deviations when facing  complex nonlinear practical problems. However, in terms  of short-term 

forecasting, the linear models usually outperform the complex structural models. ANN is a data-driven 

adaptive model, with almost no  prior assumptions. It is used as a predictive model and  is  widely used 

in many fields including finance,  commerce, and engineering. The prediction of ANN is based on the 

results obtained from the original data to make broad observations, and then infer the potential part of 

the whole. Unlike the ARIMA model, it is  very effective in solving nonlinear problems. The changes 

in the stock market are also non-linear. Therefore, ANN can provide better results in terms of stock 

price prediction, compared with traditional models. Although ARIMA and ANN have been widely used 

in stock price forecasting, these models cannot measure  the continuity of evolving price trends. LSTM 

is a variant of  recurrent  neural network. Unlike other methods, its feedback connection makes it easier 

to find development trends through the back propagation of current historical prices and current prices. 

However, since the LSTM model is rarely used in previous studies, and few research institutions 

conduct thorough preprocessing of the data, the performance of LSTM cannot be well demonstrated. 

This is also an important reason why it has not been widely used. [20] 
[28] designed a DNN-oriented prediction model based on the PSR method and the recursive neural 

network of Long-Short Term Memory (LSTM) for deep learning and used it to predict stock prices. In 

this research, in addition to the proposed model, we used some other forecasting models to predict 

several stock indices for different periods. Comparison of the results showed that the proposed 

prediction model has a higher prediction accuracy than other prediction models. To improve the 
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forecasting power of forecasting models [19], presented a hybrid model called RF-WNN, which arises 

from the integration of the Rough Set (RF) and the wavelet-based neural network (WNN), and 

forecasted stock price. The simulation results showed that reducing the data properties using RS 

simplifies the structure of the WNN forecasting model considerably but also improves the model 

performance. Given that the prediction results by this model were better than the results obtained by 

other neural networks, Support Vector Machine (SVM) and wavelet-based neural network, it is possible 

to establish the feasibility and effectiveness of the researcher's proposed method for predicting stock 

price trends. 

Laboissiere and Fernandes [18] presented a new intelligent model for stock price forecasting in a 

multifactorial framework called the Bat-Neural Network Multi-Agent System (BNNMAS). The results 

showed that BNNMAS is remarkably accurate and reliable and can therefore be usable as a suitable 

tool for predicting stock prices, especially in long periods. In research [2] evaluated the performance of 

the ARIMA model and the artificial neural network model to predict stock prices using data of the New 

York Stock Exchange. The obtained experimental results show the superiority of the neural network 

model over the ARIMA model. These findings largely contradict the opposing views reported in the 

literature. 

Accordingly, the purpose of this research is to determine the stock prices of the top 20 companies in 

the stock exchange market by considering their past behavior through two methods of autoregression 

integrated moving average (ARIMA) and recursive neural network (RNN) of long-short term memory 

(LSTM). Finally, it will evaluate the performance of the two to find a way that has a lower error and 

higher accuracy in forecasting stock prices. 

The article is organized as follows. Section 1.1 outlines the Theoretical foundations of research. 

Section 2 discusses the Research methodology. Section 3 provide findings. Comparison of ARIMA and 

RNN Model established  in Section 4. Finally, Section 5 concludes the paper 

 
1.1. Theoretical Foundations of Research 

The recursive neural network of Long-short term memory (LSTM) 

Early versions of the recursive neural network have been unable to store long the information of the 

past inputs. This weakens the network in modeling long-term structures, and this "forgetfulness" causes 

these types of networks to be exposed to instability during sequence generation. The problem is that if 

the network predictions depend only on a few recent inputs and the network itself generates these inputs, 

there is very little chance for the network to correct past errors. Having a longer-term memory has a 

stabilizing effect because even if the network fails to understand its recent history, it is still able to 

complete its prediction with a look at the past. Long-short term memory, or LSTM for short, is a 

recursive neural network architecture designed to store and access information better than its original 

version. Unlike a traditional recursive neural network in which content is rewritten at every temporal 

step, in a LSTM recursive neural network, the network can make decisions about preserving current 

memory. LSTM is very powerful in predicting sequential issues because it can store past information. 

In stock price forecasting materials, this feature is very important because the previous stock price is a 

critical factor in predicting its future price. [26] 

Method of autoregression Integrated moving average  

The ARIMA model is usually represented by ARIMA (p, d, q). This display shows that this model 

consists of three parts AR, I, and MA, where p, d, and q are the parameters corresponding to these three 
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parts, respectively. The steps that are often used in applying this model are to examine the necessary 

data conditions for the implementation of this model, to estimate the model parameters, to fit the model, 

and finally to predict and calculate the forecast error. In the first stage, the shape of the time series 

should be examined first to find any undesirable items, and if the time series was not continuous and 

had a trend, differentiation should be done, and if it had a heteroskedasticity, logarithmization should 

be done. Then it is time to determine the parameters of the model. In this stage, we specify the parameter 

d to the number of times that has been differentiated to base the time series. Then we determine the 

parameters p and q from the results of the study of the autocorrelation function and partial 

autocorrelation, respectively. Now, with these parameters, we make the model based on educational 

data and predict the experimental data with it. Finally, we calculate the prediction error. [4]  

Then, we classified the existing studies in this field in terms of time. The following table summarizes 

the important information of the articles reviewed in this research. 

 

Table 1: A Summary of  Literature Review 

Reference Year Approach 

[9] 1982 Heteroscedastic conditional auto-regression model 

[10] 1997 Generalized Heteroscedastic conditional auto-regression model 

[16] 1999 Artificial neural network 

[30] 2003 Autoregression integrated moving average (ARIMA) and artificial neural network 

[13] 2004 
Comparison of Performance of Oscillation Predictions by Neural Networks and Implicit 

Oscillation of S&P 500 Index Using Baron-Adsi and Wali Pricing Model 

[22] 2006 Weightless neural network 

[24] 2007 Combined models using neural network and time series 

[8] 2008 
Comparison of the performance of combined models of S&P 500 fluctuation forecast and other 

model-based forecasts 

[21] 2009 Fuzzy neural network and genetic algorithms 

[29] 2010 Multilayer perceptron model of artificial neural networks 

[1] 2011 Artificial neural network and fuzzy logic 

[23] 2012 
Support vector regression (SVR) models, minimum degree estimator (LARS), neural-fuzzy 

network (ANFIS) 

[12] 2013 
Hybrid model based on exponential generalized Heteroscedastic conditioned regression model 

and artificial neural networks for predicting S&P 500 index fluctuations 

[2] 2014 Autoregression integrated moving average model (ARIMA) and artificial neural network 

[18] 2015 Multifactorial system of bat neural network 

[11] 2015 Artificial neural network 

[17] 2017 
Comparison of the function of fuzzy logic and multilayer perception, which is a kind of artificial 

neural network 

[19] 2018 Rough set and wavelet-based neural network 

[7] 2018 Glowworm algorithm 

[3] 2018 
Neural network training with optimization algorithms (combination of chaotic mapping and 

colonial competition algorithm) 

[5] 2019 Recursive neural network based on artificial bee colony algorithm (ABC-RNN) 

[28] 2020 
A deep neural network-based prediction model based on phase-space reconstruction method and 

recursive neural network of long-short term memory 

 
2 Research Methodology 

The present research is deductive in terms of approach, post-event in terms of nature, and applied in 

terms of purpose. The statistical population of this research was the companies listed on the Tehran 

Stock Exchange, among which we selected as a sample 20 top companies that were present at least in 

the period 11/02/2015 to 22/01/2022 and did not have a significant price gap in that period (because 

this would lead to a forecast error). We received their modified data (to eliminate the gap due to capital 

increase and cash dividend distribution) from the TSECLIENT site and used them to obtain the 
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identities of each stock from www.tsetmc.com. In this research, we predict the stock price using 

ARIMA and LSTM methods. 

To examine whether there is a statistically significant difference in the predictive power of the two 

methods, we use the Debold-Mariano test or, when the sample is small, Harvey, Liborne, and Newbold 

tests [14]. For this reason, in this research, we have used Harvey, Liborne, and New Bold tests to 

measure significantly the difference in predictive power of the two methods. We have in this test: 

 

Auto-covariance calculation formula in log k: 

Ɣ𝑘 =
1

𝑛
+ ∑ (𝑑𝑖 − �̅� + 𝑑𝑖−𝑘 − �̅�)

𝑛

𝑖=𝑘+1

 (1) 

Debold-Mariano statistic: 

 𝐷𝑀 =
�̅�

√[Ɣ0+2 ∑ Ɣ𝑘]/𝑛ℎ−1
𝑘=1

 (2) 

Statistic of Harvey, Liborn and Newbold: 

𝐻𝐿𝑁 = 𝐷𝑀 ∗ √𝑛 + 1 − 2ℎ + ℎ(ℎ − 1)]/𝑛 ~ 𝑇(𝑛

− 1) 
(3) 

In this research, we have used four criteria of mean squared error, root mean squared error, mean 

absolute percentage error, and mean absolute value deviation; they are widely used in calculating the 

prediction error of models. 
 

3Findings 

3.1. Implementation of Auto-Regressive Integrated Moving Average (ARIMA) 

We have performed all steps of implementing Auto-Regressive Integrated Moving Average (ARIMA) 

using R programming language and libraries Astsa, Urca, Ggplot2, multDM. It is first necessary to load 

the data received from the TSECLIENT software using the R programming language. In the next step, 

we illustrate data by a plot to fix any abnormalities, such as price gaps, patterns, or Heteroscedasticity. 

To determine the forecast horizon, we referred to the field literature and similar articles were the basis 

for decision-making. [27], [6] as well as [27]. were among the researchers whose researches were the 

basis of our work, and according to them we determined the time horizon of 5-year prediction, which 

seems to be a good time horizon in terms of the number of data. Therefore, in this research, the period 

under the study of each share is from 11/02/2015 to 01/22/2022, in which the data of the last 10 days is 

experimental data and the previous data is educational data. 

In this research, to differentiate the time series data of the price per share, we have used the diff 
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function. To investigate the time series durability of the price per share, we have implemented the 

generalized Dickey-Fuller durability test by ur.df function in the urca library. After each differentiation, 

this test is performed to measure the durability, and whenever the time series is durable, the 

corresponding differentiation order is considered as d. 

An ARIMA model has parameters (p, d, q) that up to this stage we were able to specify the value of 

parameter d. At this stage, the two parameters p and q are determined by examining the autocorrelation 

and partial autocorrelation functions, respectively. In this research, to investigate these two functions, 

we have used ggAcf and ggPacf functions in ggplot2 library. For each symbol, after steps 2 and 3, we 

selected the parameters (p, d, q) according to the table below. 
 

Table 2: Determining The Parameters of  The ARIMA Model 

Symbol p d q 

Mobin 2 1 3 

Websader 2 1 1 

Pasargad 6 1 3 

Wamid 1 2 3 

Tapico 3 2 3 

Shabandar 3 2 1 

Fars 3 2 3 

Hamrah 1 2 1 

Parsan 3 2 3 

Shapna 3 1 4 

Akhaber 1 1 3 

Hakashti 4 2 3 

Rampna 2 2 3 

Fakhuz 4 1 2 

Foulad 8 2 5 

Kagol 1 2 0 

Kachad 5 2 1 

Va Maaden 2 1 5 

Va Ghadir 1 2 4 

Famli 1 2 1 

After obtaining the model parameters, we construct the model based on the educational data and 

predict the experimental data values using the sarima.for command from the astsa library, and finally, 

we must illustrate the actual values and the predicted values. 

The following diagram shows the output of the implementation of this algorithm on one of the 

symbols. In this diagram, the vertical axis is price. The horizontal axis is the time that shows the last 

100 days. In the last 10 days, as it is clear, the real value is displayed in black and the predicted value 

in red. 

 

Fig. 1: ARIMA output for Websader symbol 
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3.2. Recursive Neural Network (RNN) of Long-Short Term Memory (LSTM) 

All stages of implementing Recursive Neural Network (RNN) of Long-Short Term Memory (LSTM) 

have been performed using Python programming language. In the first step, it is necessary to load the 

data received from TSECLIENT software using Python programming language. For this purpose, we 

have used the read_csv command from the Pandas library. In the second step, to determine the forecast 

horizon, we referred to the field literature and similar articles were the basis for decision-making. Weng, 

Wang, Megahed and Martinez [27] and Babu and  Reddy[6] were among the researchers whose 

researches were the basis of our work and according to them, we determined the time horizon of 

prediction. Therefore, in this research, the period under the study of each share is from 11/02/2015 to 

01/22/2022. The data of the last 10 days is experimental data and the previous data is educational data. 

In this research, it is necessary to change the stock price over time from 0 to 1. For this purpose, we 

have used the MinMaxScaler function from Sklearn library and Sklearn.preprocessing module in 

Python programming language; its calculation formula is as follows: 

 𝑋𝑠𝑐 =
𝑋 − 𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛
) (4) 

  

X= initial value 

Xsc = Scale-changed value 

Xmin = minimum value 

Xmax = maximum value 

The input data to the LSTM function from the Keras library must be in a specific format (a three-

dimensional arrangement). Therefore, in the second step, using reshape function from the NumPy 

library the data were converted to a three-dimensional arrangement with educational data samples, with 

60-time steps and one attribute per step. 

After defining these layers, a prediction model is constructed using Adam's popular optimizer and the 

cost function of the mean squared error. Then, the model is fitted to run on 100 epochs (the number of 

times the model must be run to adjust the network parameters) and the batch size 32, and the mean 

squared error decreases continuously in each epoch. 

 

Fig. 2: LSTM output for Websader symbol 

Using the pyplot function from the matplotlib library in the Python programming language, we have 
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drawn the actual stock price trend and the trend predicted by the model. The following diagram shows 

the output of the implementation of this algorithm on one of the symbols; we attached the diagram of 

the other symbols. In this diagram, the horizontal axis is time numbered from 1 to 10 days. The vertical 

axis is also the price. The block diagram is the actual value and the green one is the predicted price of 

the symbol under consideration. In the following, we present the results of calculating the prediction 

errors of the two models; because to test the research hypothesis, in the first step, we examine whether 

the prediction error of one method is less than the other method or not. 

 

Table 3: Prediction Errors 

 ARIMA LSTM  

Symbol MAD MSE RMSE MAPE MAD MSE RMSE MAPE Superiority 

Mobin 1344.3 2430292.2 1558.9 8.9 688.5 612720.6 782.8 4.7 LSTM 

Websader 142.4 23309.9 152.7 16.6 61.7 4071.5 63.8 7.4 LSTM 

Pasargad 93.7 13549.9 116.4 11.0 118.9 16966.5 130.3 14.4 ARIMA 

Wamid 634.6 503578.0 709.6 5.5 418.2 240014.6 489.9 3.4 LSTM 

Tapico 633.2 525417.6 724.9 14.2 451.2 273447.7 522.9 10.1 LSTM 

Shabandar 241.9 106163.4 325.8 2.6 265.6 93325.8 305.5 2.8 ARIMA 

Fars 177.5 44575.6 211.1 2.2 265.3 91193.6 302.0 3.4 ARIMA 

Hamrah 3043.5 12827156.5 3581.5 13.7 2673.4 7934902.1 2816.9 12.4 LSTM 

Parsan 366.2 221957.1 471.1 4.5 317.7 129189.5 359.4 4.0 LSTM 

Shapna 123.9 22013.3 148.4 2.3 212.2 59913.6 244.8 3.9 ARIMA 

Akhaber 678.0 588545.1 767.2 8.7 627.1 420803.8 648.7 8.1 LSTM 

Hakashti 1868.6 3727706.9 1930.7 13.6 965.6 1284929.0 1133.5 4.7 LSTM 

Rampna 2848.8 9492642.2 3081.0 15.9 2787.7 8362633.8 2891.8 15.9 LSTM 

Fakhuz 442.9 278615.2 527.8 3.3 386.6 198325.1 445.3 2.9 LSTM 

Foulad 167.0 38333.1 195.8 3.7 157.6 45185.2 212.6 3.3 LSTM 

Kagol 933.5 1074620.7 1036.6 13.9 660.5 480266.3 693.0 9.8 LSTM 

Kachad 291.8 109098.7 330.3 4.2 204.4 63980.5 252.9 3.0 LSTM 

Va 

Maaden 
396.3 200423.7 447.7 14.7 318.6 126015.1 355.0 12.0 LSTM 

Va Ghadir 292.1 112749.6 335.8 6.3 194.5 54925.8 234.4 4.2 LSTM 

Famli 268.8 97698.4 312.6 4.0 265.2 92595.1 304.3 3.8 LSTM 

After calculating the types of errors for both forecasting methods, it was necessary to examine 

statistically the mean and variance of the errors corresponding to each method in forecasting the price 

of 20 stocks. After performing the calculations, the result was that in general, the mean and standard 

deviation of error criteria for the LSTM method is less than the ARIMA method; so we can see that the 

predictive power of the LSTM method is more than the ARIMA method. In the table below, we 

calculated the mean and standard deviation of the prediction errors, and the mentioned results are 

observable. 

Table 4: Mean and Standard Deviation of Prediction Errors 

 ARIMA LSTM 

 MAD MSE RMSE MAPE MAD MSE RMSE MAPE 

Mean  749.5 1621922 848.3 8.5 6.2 1029270 659.5 6.7 

Standard 

deviation 
850.6 3347265 949.9 5.1 742 2391500 770.9 4.1 

 

So far, we have been able to see that there is a difference in the predictive power of these two methods 

and the LSTM method has some advantages. However, is this difference statistically significant? 
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We have used the DM.test function of the multDM library in the R programming language to 

implement the Dibold-Mariano and Harvey, Liborne, and Newbold tests on the prediction results. The 

table below shows the results of this test for the predictions made by both methods. The null hypothesis 

in this test is that the predictive power of both methods is equal. In the test result column, we have 

presented the value of test statistic, p-value, and Alpha/2, and in the last column of this table, we have 

shown whether the null hypothesis is rejected according to p-value and Alpha/2. 

Table 5: Harvey, Liborn, and New Bold Tests 

Symbol  The test result of Harvey, Liborn, and New Bold  
Mobin Harvey, Leybourne and Newbold test on Mobin Stock Price Forecasts 

data: f1:LSTM and f2:ARIMA and Actual Price 

statistic = 13.66756269, p-value = 0.0000003, alpha/2=0.025 

alternative hypothesis: Forecast f1 is more accurate than f2. 

Rejected  

Websader Harvey, Leybourne and Newbold test on Vabesader Stock Price Forecas

ts 

data: f1:LSTM and f2:ARIMA and Actual Price 

statistic = 2.9981563, p-value = 0.0150011, alpha/2=0.025 

alternative hypothesis: Forecast f1 is more accurate than f2. 

Rejected  

Wamid Harvey, Leybourne and Newbold test on Vaomid Stock Price Forecasts 

data: f1:LSTM and f2:ARIMA and Actual Price 

statistic = 4.0238599, p-value = 0.0030006, alpha/2=0.025 

alternative hypothesis: Forecast f1 is more accurate than f2. 

Rejected  

Tapico Harvey, Leybourne and Newbold test on Tapiko Stock Price Forecasts 

data: f1:LSTM and f2:ARIMA and Actual Price 

statistic = 3.9792357, p-value = 0.0032095, alpha/2=0.025 

alternative hypothesis: Forecast f1 is more accurate than f2. 

Rejected  

Hamrah Harvey, Leybourne and Newbold test on Hamrah Stock Price Forecasts 

data: f1:LSTM and f2:ARIMA and Actual Price 

statistic = 9.3910395, p-value =0.0000060, alpha/2=0.025 

alternative hypothesis: Forecast f1 is more accurate than f2. 

Rejected  

Parsan Harvey, Leybourne and Newbold test on Parsan Stock Price Forecasts 

data: f1:LSTM and f2:ARIMA and Actual Price 

statistic = 4.4601539, p-value = 0.0015769, alpha/2=0.025 

alternative hypothesis: Forecast f1 is more accurate than f2. 

Rejected  

Akhaber Harvey, Leybourne and Newbold test on Akhaber Stock Price Forecasts 

data: f1:LSTM and f2:ARIMA and Actual Price 

statistic = 4.9766057, p-value = 0.0007630, alpha/2=0.025 

alternative hypothesis: Forecast f1 is more accurate than f2. 

Rejected  

Hakashti Harvey, Leybourne and Newbold test on Hekeshti Stock Price Forecasts 

data: f1:LSTM and f2:ARIMA and Actual Price 

statistic = 11.7179281, p-value = 0.0000009, alpha/2=0.025 

alternative hypothesis: Forecast f1 is more accurate than f2. 

Rejected  

Rampna Harvey, Leybourne and Newbold test on Remapna Stock Price Forecast

s 

data: f1:LSTM and f2:ARIMA and Actual Price 

statistic = 3.3191677, p-value = 0.0089522, alpha/2=0.025 

alternative hypothesis: Forecast f1 is more accurate than f2. 

Rejected  
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Table 5: continue 

Fakhuz Harvey, Leybourne and Newbold test on Fakhouz Stock Price Forecasts 

data: f1:LSTM and f2:ARIMA and Actual Price 

statistic = 12.6647009, p-value = 0.0000035, alpha/2=0.025 

alternative hypothesis: Forecast f1 is more accurate than f2. 

Rejected  

Foulad Harvey, Leybourne and Newbold test on Foulad Stock Price Forecasts 

data: f1:LSTM and f2:ARIMA and Actual Price 

statistic = 2.0584516, p-value =0.0696545, alpha/2=0.025 

null hypothesis: Two forecasts have the same accuracy 

Not rejected 

Kagol Harvey, Leybourne and Newbold test on Kegol Stock Price Forecasts 

data: f1:LSTM and f2:ARIMA and Actual Price 

statistic = 3.3191677, p-value = 0.0089522, alpha/2=0.025 

alternative hypothesis: Forecast f1 is more accurate than f2. 

Rejected  

Kachad Harvey, Leybourne and Newbold test on Kechad Stock Price Forecasts 

data: f1:LSTM and f2:ARIMA and Actual Price 

statistic = 7.7797807, p-value = 0.0000276, alpha/2=0.025 

alternative hypothesis: Forecast f1 is more accurate than f2. 

Rejected  

Va Maaden Harvey, Leybourne and Newbold test on Vamaden Stock Price Forecast

s 

data: f1:LSTM and f2:ARIMA and Actual Price 

statistic = 7.2921098, p-value = 0.0000460, alpha/2=0.025 

alternative hypothesis: Forecast f1 is more accurate than f2. 

Rejected  

Va Ghadir Harvey, Leybourne and Newbold test on Vaghadir Stock Price Forecast

s 

data: f1:LSTM and f2:ARIMA and Actual Price 

statistic =11.1816981, p-value = 0.0000014, alpha/2=0.025 

alternative hypothesis: Forecast f1 is more accurate than f2. 

Rejected  

Famli  Harvey, Leybourne and Newbold test on Femeli Stock Price Forecasts 

data: f1:LSTM and f2:ARIMA and Actual Price 

statistic = 0.0738379, p-value = 0.9427544, alpha/2=0.025 

null hypothesis: Two forecasts have the same accuracy 

Not rejected 

Shabandar Harvey, Leybourne, and Newbold test on Shebandar Stock Price Foreca

sts 

data: f1:LSTM and f2:ARIMA and Actual Price 

statistic = 0.3184985, p-value = 0.7660435, alpha/2=0.025 

null hypothesis: Two forecasts have the same accuracy 

Not rejected 

Fars Harvey, Leybourne, and Newbold test on Fars Stock Price Forecasts 

data: f1:LSTM and f2:ARIMA and Actual Price 

statistic = 5.3072073, p-value = 0.0060576, alpha/2=0.025 

alternative hypothesis: Forecast f1 is less accurate than f2. 

Rejected  

Shapna Harvey, Leybourne, and Newbold test on Shepna Stock Price Forecasts 

data: f1:LSTM and f2:ARIMA and Actual Price 

statistic = 3.5228063, p-value = 0.0243882198, alpha/2=0.025 

alternative hypothesis: Forecast f1 is less accurate than f2. 

Rejected  

 Harvey, Leybourne, and Newbold test on Vapasar Stock Price Forecasts 

data: f1:LSTM and f2:ARIMA and Actual Price 

statistic = 2.3087672, p-value = 0.0463299, alpha/2=0.025 

alternative hypothesis: Forecast f1 is less accurate than f2. 

Rejected  

 
4 Comparison and Discussion 

Comparison of ARIMA and RNN Model. Many academics have compared ARIMA and RNN 

models capability for predicting stock prices. By checking the results, we can find that the  prediction  

of the RNN model tends to predict the numerical value of the stock price. Because of linear model 

assumptions the ARIMA model's prediction is directional. Although it can be seen from the chart that 

the RNN of long-short term memory (LSTM) graph is closer to the fluctuation of the real stock price, 

there is no significant difference in the accuracy of the prediction results of the ARIMA and RNN 

models. 
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The present research compared the performance of the method of Auto-Regressive Integrated 

Moving Average (ARIMA) and that of Recursive Neural Network (RNN) of long-short term memory 

(LSTM) in forecasting stock price. In this research, we took the following steps. 

In the first step, after implementing the two forecasting methods on each of the 20 introduced 

symbols, we calculated 4 types of forecasting errors. The results showed that in predicting the future 

price of 16 symbols, the LSTM method had less forecast error; but, after calculating the types of errors 

for both forecasting methods, it was necessary to examine statistically the mean and variance of the 

errors corresponding to each method in predicting the price of 20 stocks. After performing the 

calculations, the result was that in general, the mean and standard deviation of error criteria for the 

LSTM method is less than the ARIMA method; so we can see that the predictive power of the LSTM 

method is more than the ARIMA method. 

In the second step, according to the result of the first step (a difference in the predictive power of 

the two methods), it was necessary to investigate whether this difference is statistically significant or 

not. After Harvey, Liborne, and New Bold test to measure the same/different prediction accuracy of the 

two methods under study, we compared the resulting P-value and the Alpha value (0.05). The result of 

this test was a significant difference in the predictive power of the LSTM recursive neural network 

method compared to the ARIMA method. After these two steps, we can conclude that statistically, the 

predictive power of the LSTM recursive neural network method is more than the ARIMA method for 

20 symbols under study (selected from the top 50 symbols in the stock exchange that do not have 

significant gaps). 

By inflation, the average nominal profit of companies increases after a period due to the devaluation 

of money. Therefore, rising inflation increases dividends and, consequently, the stock return index. 

Therefore, we expect a positive relationship between rising inflation and the stock cash return index. 

For future researches, we suggest that researchers also consider the effect of inflation on the design of 

forecasting models to increase forecasting accuracy. 

 

5 Conclusion 

Base on analysis of the models, conclusions can be made. The RNN model is better than that of the 

ARIMA model, and the performance of the LSTM model may be more due to the RNN. The 

disadvantage is that, as we all know, the fluctuation of stock prices is not only related to changes in 

time, but also related to economic factors, socio-political factors, and the listing of other stocks. 

Although the LSTM model introduces other variables than the other two models to distinguish market 

fluctuations and sudden changes, the models are essentially presumed by using possible relationships 

in the time series without considering other external factors. This is also the direction in which future 

research can be further in-depth. Of course, the further development and use of LSTM model in stock 

price prediction is also a subject of research value.  
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