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ABSTRACT 

In this paper, we propose a novel Mann iterative algorithm for discovering a 

shared fixed point of two nonexpansive mappings in real Hilbert spaces. We es-

tablish the weak convergence of this fixed-point approach under new conditions, 

and additionally demonstrate its strong convergence with the inclusion of an ad-

ditional requirement. Our findings expand upon previous results presented by 

Kanzow and Shehu, as well as by Cho et al. Furthermore, we showcase the ver-

satility of our main results through the presentation of various applications in the 

last section, accompanied by illustrative examples. 

 

1 Introduction and preliminaries 
 
Let H  be a real Hilbert space with inner product  〉〈 .,.   and norm . . An operator CCT →:  (C 

is a nonempty, closed and convex subset of H ) is said to be nonexpansive if  

 

yxTyTx −≤−  

 

for all ., Cyx ∈  For the set of all fixed points of ,T  we use the notation )(TF . One of the important 

fixed point algorithm is the Krasnoselskii-Mann iteration [15.17]. This algorithm, is given by the fol-

lowing iterative sequence 

 

∈∀+−=+ nTxxx nnnnn αα )1(1 ℕ, 

 

 where Hx ∈0 and ] [1,0∈nα  for all ∈n  ℕ. This algorithm was developed by a number of authors; 

see for example [1-3,5-8,10,11,14,16,19,20] and the references therein. Xu and Ori [22]  proposed the 
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implicit Mann-like iterative method for a finite family of nonexpansive mappings { }NTTT ,...,, 21  with 

a real sequence { }nα  in ] [1,0  and an initial point Cx ∈0 ; 

 

∈∀−+= − nxTxx nnnnnn )1(1 αα ℕ, 

 

where )mod( NnTTn ≡ . They obtained some weak convergence results, by using this sequence.  

In 2017 Kanzow and Shehu [13] considered the following iteration and generalized the Krasnoselskii-

Mann algorithm: 

 

,01 ≥∀++=+ nrTxxx nnnnnn βα  

 

where ] [1,0, ∈nn βα  are satisfy 1≤+ nn βα , and the residual vector nr . By considering this algorithm, 

they obtained the following theorem. 

 

Theorem 1.1.  Let K  be a nonempty, closed and convex subset of a real Hilbert space H .  Suppose 

that KHT →:  is a nonexpansive mapping such that its set of fixed points )(TF  is nonempty. Let 

the sequence { }nx  in H  be generated by choosing Hx ∈1 and using the recursion 

 

,11 ≥∀++=+ nrTxxx nnnnnn βα  

 

where nr  denotes the residual vector. Here we assume that { }nα  and { }nβ  are real sequences  in [ ]1,0  

such that 1≤+ nn βα  for all 1≥n  and the following conditions hold: 

 

(a) ∞=∑
∞

=
n

n

nβα
1

, 

(b) ∞<∑
∞

=1n

nr , 

(c) ∞<−−∑
∞

=

)1(
1

n

n

n βα . 

Then the sequence { }nx  generated by (1) converges weakly to a fixed point of  .T  

 

The following useful lemmas are required for the main results of this article. 

Lemma 1.2. [12]  Let E  be a uniformly convex Banach space. Let 0>s  be a positive number and 

let )0(sB  be a closed ball of .E There  exits a continuous, strictly increasing and convex function 

[ [ [ [∞→∞ ,0,0:g  with 0)0( =g  such that 

)(
22222

yxabgwdzcybxadwczbyax −−+++≤+++  

 

for all { }sxExBwzyx s ≤∈=∈ ;)0(,,,  and [ ]1,0,,, ∈dcba  such that .1=+++ dcba  

(1) 
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Lemma 1.3. [18]  If in a Hilbert space H  the sequence { }nx  is weakly convergent to ,0x  then for any 

,0xx ≠  

.infliminflim 00 Hxxxxx nnnn ∈∀−<− ∞→∞→  

 

Lemma 1.4. [21]  Let { }na  and { }nb  be two nonnegative sequences satisfying the following  condition:  

.1,1 ≥∀+≤+ nbaa nnn  

 

If ,
1

∑
∞

=

∞<
n

nb  then nn a∞→lim  exists. 

 

Lemma 1.5. [4]  Let E  be a real uniformly convex Banach space, C  be a nonempty, closed and 

convex subset of E  and let CCT →:  be a nonexpansive mapping. Then TI −  is demiclosed at 

zero, that is, xx w

n →  and 0→− s

nn Txx  imply that .xTx =  

 

In Section 2, by using lemma 1.2, we give a new proof and develop a novel Mann-type approach for 

two nonexpansive mappings and show that it is weakly convergent by considering new requirements. 

In Section 3, we show that the algorithm proposed in Section 2 has strong convergence to a common 

fixed point of two nonexpansive mappings by considering an extra criterion. 
 

2 Weak Convergence  
 

In this section, we first describe a new generalized Krasnoselskii-Mann algorithm for identify-

ing a common fixed point of two nonexpansive mappings, as well as explore its weak conver-

gence. The following theorem, is the main results of this section. In particular, the following 

theorem is a fairly stright forward generalization of Theorem 4 of [13], which considers two 

functions. 

 

Theorem 2.1. Let C  be a nonempty, closed and convex subset of a real Hilbert space .H  

Suppose that CCTT →:, 21  are two nonexpansive mappings with .)()( 21 φ≠∩ TFTF  

Let the sequence { }nx  in H  be generated as follows:  

 

                                                               

 

where ,0 Hx ∈ { }nr  denote the residual vector, and where { }nα , { }nβ , { }nγ  and { }nλ  are real 

sequences in [0,1] such that 1=+++ nnnn λγβα  for all ,1≥n   and the following  conditions 

hold: 

(a) ;
1

∞<∑
∞

=n

nλ  

(b) ;
11

∞==∑∑
∞

=

∞

= n

nn

n

nn γαβα  

1,211 ≥∀+++=+ nrxTxTxx nnnnnnnnn λγβα (2) 
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(c) { }nr  is bounded.  

Then the sequence { }nx  generated by (2) converges weakly to some ).()( 21 TFTFx ∩∈
∧

 

proof.  Let us first observe that the sequence { }nx  is bounded. For this purpose, suppose 

).()( 21 TFTFx ∩∈∗  For all ∈n  ℕ, 

 
∗∗

+ −+++=− xrxTxTxxx nnnnnnnnn λγβα 211  

∗+++−+++= xrxTxTx nnnnnnnnnnnn )(21 λγβαλγβα  

∗∗∗∗ −+−+−+−≤ xrxxTxxTxx nnnnnnnn λγβα 21 . 
 

According to the above inequality and the nonexpansiveness of 1T  and 2T , we get:  

 
∗∗∗∗∗

+ −+−+−+−≤− xrxxxxxxxx nnnnnnnnn λγβα1  
∗∗ −+−++≤ xrxx nnnnnn λγβα )(

 

.∗∗ −+−≤ xrxx nnn λ
 

By using Lemma 1.4, and from the condition (a), we see that 
∗

∞→ − xxnnlim   exists. This 

shows that the sequence { }nx   is bounded. Now, there exists a function 1g  that satisfies the 

conditions in Lemma 1.2 such that, for all ∈n  ℕ: 

 
2

21

2

1

∗∗
+ −+++=− xrxTxTxxx nnnnnnnnn λγβα  

2

21 )( ∗+++−+++= xrxTxTx nnnnnnnnnnnn λγβαλγβα  

2

2211 )()()()( ∗∗∗∗ −+−+−+−= xrxTxTxTxTxx nnnnnnnn λγβα  

)( 11

2
2

22

2

11

2

nnnn

nnnnnnnn

xTxg

xrxTxTxTxTxx

−−

−+−+−+−≤ ∗∗∗∗

βα

λγβα
 

).( 11

2
222

nnnn

nnnnnnnn

xTxg

xrxxxxxx

−−

−+−+−+−≤ ∗∗∗∗

βα

λγβα
 

 

It follows that 
2

2

1

2

11 )()( ∗∗
+

∗ −+−−−++≤− xrxxxxxTxg nnnnnnnnnnn λγβαβα  

2
2

1

2 ∗∗
+

∗ −+−−−≤ xrxxxx nnnn λ  

and hence: 



Moradi and Mohitazar 

 

 

 
Vol. 8, Issue 2, (2023) 

 
Advances in Mathematical Finance and Applications 

 

[355] 

 

∑∑
=

∗∗∗

=

−+−−−≤−
k

n

nnk

k

n

nnnn xrxxxxxTxg
1

22
2

0

1

11 )( λβα  

.
1

22

0 ∑
=

∗∗ −+−≤
k

n

nn xrxx λ  

From above inequality, and by using the condition (a), we conclude that: 

∞<−+−≤− ∑∑
∞

=

∗∗
∞

= 1

22

0

1

11 )(
n

nn

n

nnnn xrxxxTxg λβα  

and hence we get from the condition (b) that 

.0)(lim 11 =−∞→ nnn xTxg  

Since 1g  is strictly increasing and continuous, and from ,0)0(1 =g  we obtain that 

.0lim 1 =−→∞ nnn xTx  

Again, there exists a function 2g  that satisfies the conditions in Lemma 1.2 such that 
2

21

2

1

∗∗
+ −+++=− xrxTxTxxx nnnnnnnnn λγβα   

2

2211 )()()()( ∗∗∗∗ −+−+−+−= xrxTxTxTxTxx nnnnnnnn λγβα  

).( 22

2
222

nnnn

nnnnnnnn

xTxg

xrxxxxxx

−−

−+−+−+−≤ ∗∗∗∗

γα

λγβα
 

Using the same technique as in the previous case, the same result may be derived for .2T  Hence 

.0lim 2 =−∞→ nnn xTx  

Then we show that the sequence { }nx  converges weakly.  Since { }nx  is bounded, then there 

exists a subsequence { }
knx  such that { }

knx  converges weakly to some Cx∈
∧

. Note from Lemma 

1.5 and the relations (3) and (4) that ).()( 21 TFTFx ∩∈
∧

 

 

Next we show { }nx  converges weakly to some 
∧

x . Suppose the contrary, then there exists some 

subsequence { }
kmx  of { }nx  such that { }

kmx  converges weakly to some Cx ∈ , where .
∧

≠ xx  

Similarly, we can show )()( 21 TFTFx ∩∈ . Notice that we have proved that 
∗

∞→ − xxnnlim  

exists for each ).()( 21 TFTFx ∩∈∗  Assume that dxxnn =−
∧

∞→lim . By Lemma 1.3; we see 

that 
−

∞→

−

∞→

∧

∞→

∧

∞→ −=−<−=−= xxxxxxxxd nnnknknn kk
liminflimlimlim  

.liminfliminflimlim dxxxxxxxx nnmkmkmk kkk
=−=−<−=−=

∧

∞→

∧

∞→

−

∞→

−

∞→  

 

(3) 

(4) 
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This is a contradiction. Hence 
∧

= xx  and this completes the proof.                          

By taking TT =1  and IT =2  and replacing nβ  and nγ  in Theorem 2.1 by ,
2

nβ
 we conclude the 

following corollary. 

 

Corollary 2.2. Let C  be a nonempty, closed and convex subset of a real Hilbert space .H  

Suppose that CCT →:  is a nonexpansive mapping with .)( φ≠TF  

Let the sequence { }nx  in H  be generated as follows:  

 

 

 

where ,0 Hx ∈ { }nr  denote the residual vector, and where { }nα , { }nβ   and { }nλ  are real  se-

quences in [0,1] such that 1=++ nnn λβα  for all ,1≥n  and the following conditions hold: 

(a) ;
1

∞<∑
∞

=n

nλ  

(b) ;
1

∞=∑
∞

=n

nnβα  

(c) { }nr  is bounded.  

Then the sequence { }nx  generated by (5) converges weakly to some ).(TFx∈
∧

 

 

We can consider the general case of Theorem 2.1 as follows, that extends the previous result 

given by Cho at et. al. [9]. 

 

Theorem 2.3. Let C  be a nonempty, closed and convex subset of a real Hilbert space .H  

Suppose that CCTTT N →:,...,, 21  are nonexpansive mappings with .)(...)( 1 φ≠∩∩ NTFTF  

Let the sequence { }nx  in H  be generated as follows:  

 

 

 

where ,0 Hx ∈ { }nr  denote the residual vector, and where { }nα , { }nβ  and { }nλ  are real  se-

quences in [0,1] such that 1
1

=++∑
=

n

N

i

in n
λβα  for all ,1≥n   and the following  conditions hold: 

(a) ;
1

∞<∑
∞

=n

nλ  

(b) ;1;
1

Ni
n

in n
≤≤∞=∑

∞

=

βα  

1,1 ≥∀++=+ nrTxxx nnnnnnn λβα (5) 

1,
1

1 ≥∀++= ∑
=

+ nrxTxx nnni

N

i

innn n
λβα
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(c) { }nr  is bounded.  

Then the sequence { }nx  converges weakly to some ).(
1

i

N

i

TFx ∩
=

∧

∈  

proof. The proof is similar to the proof of Theorem 2.1. 

 

Example 2.4.�Suppose  𝐻 = ℝ,  𝑇1, 𝑇2: ℝ → ℝ be defined by 01 =xT , xxT =2  for all ∈x  ℝ. 

Then it is clear that 1T , 2T   are nonexpansive and )()(0 21 TFTF ∩∈ .  Furthermore, let us take 

n
n

3

1
=α , )

3

1
1(

2

1

n
nn −== γβ , 0=nλ , 0=nr  for all 1≥n ,  Then it is easy to see that, the 

sequence { }nr  is bounded and the following conditions hold. 

;0
1

∞<=∑
∞

=n

nλ  

;)
3

1
1(

2

1

3

1

11

∞=−×=∑∑
∞

=

∞

= nnnn

nnβα  

         

.)
3

1
1(

2

1

3

1

11

∞=−×=∑∑
∞

=

∞

= nnnn

nnγα  

 

Now, for any initial point ∈1x  ℝ, our iterative scheme (2) becomes  

.)
6

1

3

1

2

1
(0)

3

1
1(

2

1
)0)(

3

1
1(

2

1

3

1
1 nnnn x

nn
x

nn
x

n
x −+=+−+−+=+  

It is then clear that, the sequence { }nx  converges to )()(0 21 TFTF ∩∈ . 

 

3 Strong Convergence  
 

In this section, by considering an additional condition in Theorem 2.1, we prove the strong 

convergence of the sequence { }nx  that introduced in Theorem 2.1. 

Theorem 3.1. Let C  be a nonempty, closed and convex subset of a real Hilbert space .H  

Suppose that CCTT →:, 21  are two nonexpansive mappings with .)()( 21 φ≠∩= TFTFF  

Let the sequence { }nx  in H  be generated as follows:  

 

 

 

where ,0 Hx ∈ { }nu  is a bounded sequence, and where { }nα , { }nβ , { }nγ   and { }nδ  are real  
sequences in [0,1] such that 1=+++ nnnn δγβα  for all ,1≥n   and such that the following 
conditions hold: 

(a) ;
1

∞<∑
∞

=n

nδ  

(b) ;
11

∞==∑∑
∞

=

∞

= n

nn

n

nn γαβα  

1,211 ≥∀+++=+ nuxTxTxx nnnnnnnnn δγβα (6) 
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(c) there exists a nondecreasing function [ [ [ [∞→∞ ,0,0:f  with { }0)0(1 =−f  such 

that xTxxTxFxdf 21)),(( −+−≤  for all .Xx∈  

Then the sequence { }nx  generated by (6) converges strongly to some .* Fx ∈  

proof.  First we show that the sequence { }nx  is bounded. Suppose .* Fx ∈  From (6), for all ∈n  

ℕ, we have 
 

∗∗
+ −+++=− xuxTxTxxx nnnnnnnnn δγβα 211  

∗+++−+++= xuxTxTx nnnnnnnnnnnn )(21 δγβαδγβα  

∗∗∗∗ −+−+−+−≤ xuxxTxxTxx nnnnnnnn δγβα 21 . 
 

Then we obtain from ,* Fx ∈  recent relation and the nonexpansiveness of 1T , 2T  that  

 
∗∗∗∗∗

+ −+−+−+−≤− xuxxxxxxxx nnnnnnnnn δγβα1  

.)( ∗∗ −+−++≤ xuxx nnnnnn δγβα
 

Thus: 

 

.1

∗∗∗
+ −+−≤− xuxxxx nnnn δ

 
 

From Lemma 1.4, we see by using the restriction (a) that 
∗

∞→ − xxnnlim   exists. It follows that 

the sequence { }nx  is bounded. 

 Now by using Lemma 1.2 there exists a mapping 1g (that satisfies the conditions in Lemma 

1.2) such that for all ∈n  ℕ 

 
2

21

2

1

∗∗
+ −+++=− xuxTxTxxx nnnnnnnnn δγβα  

2

2211 )()()()( ∗∗∗∗ −+−+−+−= xuxTxTxTxTxx nnnnnnnn δγβα  

)( 11

2
2

22

2

11

2

nnnn

nnnnnnnn

xTxg

xuxTxTxTxTxx

−−

−+−+−+−≤ ∗∗∗∗

βα

δγβα
 

).( 11

2
222

nnnn

nnnnnnnn

xTxg

xuxxxxxx

−−

−+−+−+−≤ ∗∗∗∗

βα

δγβα
 

 

The above inequality shows that
 2

2

1

2

11 )()( ∗∗
+

∗ −+−−−++≤− xuxxxxxTxg nnnnnnnnnnn δγβαβα  

(7) 
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.
2

2

1

2 ∗∗
+

∗ −+−−−≤ xuxxxx nnnn δ  

 Therefore, 

 

.)(
1

22

0

1

11 ∑∑
=

∗∗

=

−+−≤−
k

n

nn

k

n

nnnn xuxxxTxg δβα  

 

 By the condition (a), we have 

 

∞<−+−≤− ∑∑
∞

=

∗∗
∞

= 1

22

0

1

11 )(
n

nn

n

nnnn xuxxxTxg δβα  

 

Now we conclude from the condition (b) that, 

.0)(lim 11 =−∞→ nnn xTxg  

 By using the properties of 1g , we obtain from the above inequality that  

.0lim 1 =−→∞ nnn xTx  

By a similar method used for 1T , we conclude that 

.0lim 2 =−∞→ nnn xTx  

Now we obtain from (8), (9) and by taking the limsup as ∞→n  of the inequality in the condi-

tion (c) that 

0)),((lim =∞→ Fxdf nn  

And hence 

.0),(lim =∞→ Fxd nn  

  

Next, we show that { }nx  is a Cauchy sequence. Since 0),(lim =∞→ Fxd nn   then for any ,0>ε

there exists a positive integer N such that 
2

),(
ε

<Fxd n  for all .Nn ≥  Putting ,*xunnn −= δθ

we see from (7) that 

.1 nnn xxxx θ+−≤− ∗∗
+  

For all ∈n  ℕ there exists Fx ∈*
 such that  

.
2

),(
ε

+≤− ∗ Fxdxx nn  

Thus for any positive integers nm, , with nm > , we have 

∑
+=

∗∗ +−≤−
m

nj

jnm xxxx
1

θ  

∑
+=

++≤
m

nj

jn Fxd
12

),( θε
 

∑
+=

+≤
m

nj

j

1

θε  

(8) 

(9) 
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and therefore 

∑
+=

∗∗∗∗∗ +−≤−+−≤+−−=−
m

nj

jnmnmnmn xxxxxxxxxxxx
1

.2 θ  

This implies that 

∑
+=

+≤−
m

nj

jmn xx
1

.2 θε  

It follows from the restriction (a) that { }nx  is a Cauchy sequence in C  and so { }nx  converges 

strongly to some .Cx∈
∧

 Since )()( 21 TFTFF ∩=  is closed, we obtain that .Fx∈
∧

 This com- 

 

pletes the proof. 

 

By taking TT =1  and IT =2  and replacing nβ  and nγ  in Theorem 3.1 by ,
2

nβ
 we conclude 

the following corollary. 

 

Corollary 3.2. Let C  be a nonempty, closed and convex subset of a real Hilbert space H . 

Suppose that CCT →:  is a nonexpansive mapping with φ≠)(TF .  Let the sequence { }nx  

in H  be generated as follows: 

 

1,1 ≥∀++=+ nuTxxx nnnnnnn δβα  

 

where ,0 Hx ∈  { }nu  denotes the residual vector, and where { }nα , { }nβ and { }nδ are real  se-

quences in [0,1] such that 1=++ nnn δβα  for all ,1≥n  and the following conditions hold: 

(a) ;
1

∞<∑
∞

=n

nδ  

(b) ;
1

∞=∑
∞

=n

nnβα  

(c)  there exists a nondecreasing function [ [ [ [∞→∞ ,0,0:f  with { }0)0(1 =−f  such    

that TxxFxdf −≤)),((  for all .Xx∈  

Then the sequence { }nx  generated by (10) converges strongly to some ).(TFx∈
∧

 

 

The following theorem, is a general case of Theorem 3.1 for finite family of nonexpansive   

mappings. 

 

Theorem 3.3. Let C  be a nonempty, closed and convex subset of a real Hilbert space H . 

Suppose that CCTTT N →:,...,, 21  are nonexpansive mappings with .)(...)( 1 φ≠∩∩ NTFTF  

Let the sequence { }nx  in H  be generated as follows:  

(10) 
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where ,0 Hx ∈ { }nu  is a bounded sequence, and where
 
{ }nα , { }nβ  and { }nδ  are real se-

quences in [0,1] such that 1
1

=++∑
=

n

N

i

in n
δβα  for all ,1≥n  and the following conditions 

hold: 

(a) ;
1

∞<∑
∞

=n

nδ  

(b) ;1;
1

Ni
n

in n
≤≤∞=∑

∞

=

βα  

(c) there exists a nondecreasing function [ [ [ [∞→∞ ,0,0:f  with { }0)0(1 =−f  such 

that ∑
=

−≤
N

i

i xTxFxdf
1

)),((  for all .Xx∈   

Then the sequence { }nx  converges strongly to some ).(
1

i

N

i

TFx ∩
=

∧

∈  

Proof. The proof is similar to the proof of Theorem 3.1. 

 

Example 3.4. Suppose  𝐻 = ℝ  , 𝑇1, 𝑇2: ℝ → ℝ be defined by 21 +−= xxT , 
2

1

2
2 +=

x
xT  for all 
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Therefor all conditions in Theorem 3.1 are hold. Now, for any initial point ∈1x  ℝ,   our iterative 

scheme (6) becomes 
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Then it is clear that the sequence { }nx  convergence to .1=x  

 
4 Applications 
 

In this section, some applications of the main results are shown. To begin, we demonstrate how 

our results may be used to the Douglas-Rachford splitting method for obtaining the zeros of an 

operator T  that is the sum of two maximal monotone operators, i.e. BAT +=  where 
HHBA 2:, →  are maximal monotone multi-functions on a real Hilbert space H . The method 

was originally introduced in [12] in a finite-dimensional setting, its extension to maximal mon-

otone mappings in Hilbert spaces can be found in [21]. 

 

Theorem 4.1. Let C  be a nonempty, closed and convex subset of a real Hilbert space H . 

Suppose that 
HHBA 2:, →  are two maximal monotone operators with .)0()0( 11 φ≠∩ −− BA

Let CHBJAJ →:, γγ  be resolvant operators that induced by A  and B , respectively. Let the 

sequence { }nx  in H  be generated as follows: 

 

1,1 ≥∀+++=+ nrBxJAxJxx nnnnnnnnn λγβα γγ  

where ,0 Hx ∈  the bounded sequence { }nr  denote the residual vector, and where { }nα , { }nβ , 

{ }nγ  and { }nλ  are real  sequences in [0,1] such that 1=+++ nnnn λγβα  for all 1≥n , and the 

following conditions hold: 

(a) ;
1

∞<∑
∞

=n

nλ  

(b) ;
11

∞==∑∑
∞

=

∞

= n

nn

n

nn γαβα  

(c) { }nr  is bounded.  

Then the sequence { }nx  generated by (11) converges weakly to some ).0()0( 11* −− ∩∈ BAx  

Proof.  We know the corresponding resolvant operators BJAJ γγ ,  are (firmly) nonexpansive 

then by using Theorem 2.1, the result is obtained. 

 

Theorem 4.2.  Let HBA ⊆,  be two nonempty, closed, and convex subsets of a real Hilbert 

space H , and suppose that .φ≠∩ BA  Let the sequence { }nx  in H  be generated as follows:  

 

1,1 ≥∀+++=+ nrxPxPxx nnnBnnAnnnn λγβα  

where ,0 Hx ∈  the bounded sequence { }nr  denote the residual vector, and where { }nα , { }nβ , 

{ }nγ  and { }nλ  are real  sequences in [0,1] such that 1=+++ nnnn λγβα  for all 1≥n , and the 

following conditions hold: 

(a) ;
1

∞<∑
∞

=n

nλ  

(11) 

(12) 
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(b) ;
11

∞==∑∑
∞

=

∞

= n

nn

n

nn γαβα  

(c) { }nr  is bounded.  

Then the sequence { }nx  generated by (12) converges weakly to some .* BAx ∩∈  

Proof.  We know the corresponding projection operators BA PP ,  are (firmly) nonexpansive then 

by using Theorem 2.1, the result is obtained. 

 

Considering an additional condition, we show in  the following  theorems that the algorithm    
introduced in the above theorems has a strong convergence.  

 

Theorem 4.3. Let C  be a nonempty, closed and convex subset of a real Hilbert space H . 

Suppose that 
HHBA 2:, →  are two maximal monotone operators with .)0()0( 11 φ≠∩ −− BA

Let CHBJAJ →:, γγ  be resolvant operators that induced by A  and B , respectively. 

Let the sequence { }nx  in H  be generated as follows: 

 

1,1 ≥∀+++=+ nuBxJAxJxx nnnnnnnnn δγβα γγ  

where ,0 Hx ∈ { }nu  is a bounded sequence, and where { }nα , { }nβ , { }nγ  and { }nδ  are real  
sequences in [0,1] such that 1=+++ nnnn δγβα  for all 1≥n , and such that the following 
conditions hold: 

(a) ;
1

∞<∑
∞

=n

nδ  

(b) ;
11

∞==∑∑
∞

=

∞

= n

nn

n

nn γαβα  

(c) there exists a nondecreasing function [ [ [ [∞→∞ ,0,0:f  with { }0)0(1 =−f  such    

that BxJxAxJxFxdf γγ −+−≤)),((  for all .Xx∈   

Then the sequence { }nx  generated by (13) converges strongly to some ).0()0( 11* −− ∩∈ BAx  

Proof.  We know the corresponding resolvant operators BJAJ γγ ,  are (firmly) nonexpansive 

then by using Theorem 3.1, the result is obtained. 

 
Theorem 4.4.  Let HBA ⊆,  be two nonempty, closed, and convex subsets of a real Hilbert 

space H , and suppose that .φ≠∩ BA  Let the sequence { }nx  in H  be generated as follows: 

  

1,1 ≥∀+++=+ nuxPxPxx nnnBnnAnnnn δγβα  

where ,0 Hx ∈  { }nu  is a bounded sequence, and where { }nα , { }nβ , { }nγ  and { }nδ  are real  
sequences in [0,1] such that 1=+++ nnnn δγβα  for all 1≥n , and such that the following 
conditions hold: 

(a) ;
1

∞<∑
∞

=n

nδ  

(13) 

(14) 
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(b) ;
11

∞==∑∑
∞

=

∞

= n

nn
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nn γαβα  

(c) there exists a nondecreasing function [ [ [ [∞→∞ ,0,0:f  with { }0)0(1 =−f  such    

that xPxxPxFxdf BA −+−≤)),((  for all .Xx∈   

Then the sequence { }nx  generated by (14) converges strongly to some .* BAx ∩∈  

Proof.  We know the corresponding projection operators BA PP ,  are (firmly) nonexpansive then 

by using Theorem 3.1, the result is obtained. 
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