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 ABSTRACT 

The purpose of this study is to develop a prediction-based stock returns 

and portfolio optimization model using a combined decision tree and 

regression model. The empirical evidence is based on the analysis on 

112 unique firms listed on the Tehran Stock Exchange from 2009 to 

2019. Regression analyses, as well as six decision tree techniques in-

cluding CHAID, ID3, CRIUSE, M5, CART, and M5 are used to deter-

mine the most effective variables for predicting stock returns. The re-

sults show that the six decision tree methods perform better than the 

regression model in selecting the optimal portfolio. Further analysis re-

veals that the CART model outperforms the other five decision tree 

models when compared using Akaike and Schwartz Bayesian. This 

finding is confirmed by comparing the actual returns of the selected 

portfolio across all six models in 2019. The findings indicate that the 

predicted returns on portfolio based on the CART model are not signif-

icantly different than the actual returns for 2019, suggesting that the 

selected model appropriately predicts the returns on the portfolio. 

 

1 Introduction 

As one of the main pillars of economy in any country, capital market has a significant role in financ-

ing and allocating resources to enterprises. Investors provide resource to capital market in exchange for 

ownership of shares of stock. The main challenge that all investors face is to select an optimal portfolio 

that produces highest returns and lowest risk. This decision is subject to a large amount of uncertainty 

as capital market is filled with unobservable parameters and variables. Thus, a constant challenge for 

investors is to develop ways through which they can predict future returns and select securities that 

form an optimal portfolio [13]. Prior research has developed various prediction models for stock returns. 

In the recent years, researchers have been able to increase the power and accuracy of their predictions 

by incorporating data mining and analysis techniques into their models. Since there are numerous var-

iables that could affect stock returns, selecting the ones with highest prediction power is the key to the 

best prediction model. Decision tree is a new technique that has become very common in selecting 

prediction variables and forming optimal portfolios [13]. 

https://portal.issn.org/resource/ISSN/2538-5569
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This research seeks to provide a model for selecting effective and appropriate variables for predict-

ing stock returns and building optimal portfolio using regression and data mining techniques. The find-

ings in this research can help determine the influence of variables on stock returns and select the most 

effective ones among a pool of variables using parametric and nonparametric techniques. Then utilizing 

scientific methods tested in Iran’s capital market, best stock and portfolios in terms of returns are se-

lected. This helps investors and analysts to easily make the best investment decisions with available 

information. The rest of the paper is as follows: in the next section, prior literature and theoretical 

framework are discussed. Then, the research method and empirical models as well findings are pre-

sented. The final section concludes the paper and makes suggestions for future research.  

 

2 Theoretical Framework and Literature Review 

Investors are one of the major sources of financing for companies in the stock market.  Their effect 

on the stock market and the economy is vital. This important role has drawn a significant amount of 

attention from both regulators and academics in the last two decades. One important challenge in capital 

markets that concerns both individual and institutional investors is the selection of optimal portfolios. 

Investors constantly seek ways to form portfolios from lowest risk and highest return securities. In other 

words, investors view investment returns desirable and consider risk undesirable [1, 3]. Predicted return 

is a deciding factor in selecting investments and thus having an efficient prediction model is a way to 

improve the investment process [15, 39]. Given the importance of stock return predictions, scholars 

have contributed considerable amount of research to developing models to explain and predict stock 

return [4]. The assumption of predictability of stock returns has been documented and accepted in fi-

nance literature [19, 20]. In recent years, research has identified many variables that could facilitate 

stock returns prediction. An investment strategy, such as portfolio selection, should not only consider 

the stock return history, but must also consider the future potentials of the stock, highlighting the im-

portance of stock price prediction for investors [38, 18]. 

Researches so far have developed many models and introduced an extensive list of variables that 

affect prediction of stock return. The most common method to predict stock return is regression. Re-

gression models are based on the premise that investors are rational. However, researchers in the late 

20s have come to the conclusion that investor rationality is no longer a valid assumption. They con-

cluded that capital market behavior is impacted by many unknown and complex factors that make it 

almost impossible to predict with traditional linear regression models. Researchers believe that non-

linear and dynamic approaches such as data mining can create models that invalidate the previous the-

ories [24]. To overcome the limitations of linear models, experts have used intelligent techniques such 

as artificial neural networks and genetic algorithms, to improve prediction of stock prices over the past 

two decades [10, 25]. Given the uncertainty in the stock market and the inability of the mean-variance 

model in today's markets, it seems necessary to use intelligent techniques to design and develop a spe-

cialized system that increases the accuracy of prediction models and ultimately help investors to build 

an optimal portfolio. In this paper a more efficient model for portfolio selection is proposed. Since the 

most important part in portfolio management is the prediction of expected return on each stock, this 

model emphasizes on stock price forecasting using decision tree methods. 

 

2.1 Definition of Returns 

Risk and returns are the most important concepts in investment decision making. Each stock or 

portfolio can yield specific returns if traded within particular periods. These returns include capital gains 



Eivani et al.  

 

 

 

Vol. 7, Issue 3, (2022) 

 

Advances in Mathematical Finance and Applications  
 

[795] 

 

and dividends. The term “rate of return” is used to explain increase or decrease in investment within 
holding period. To calculate the rate, the yield on the investment is divided by initial investment. Yield 

on investment consists of two parts: 1) Increase/decrease in the stock price and 2) various forms of 

distribution to owners such cash dividend, stock dividends, and stock splits. In other words, the differ-

ence between all cash inflows and outflows divided by the cash outflows determines the rate of return 

on investment [28, 30]. The expected rate return is an important variable in analyzing financial aspects 

of firms. This variable plays a key role in valuing the firm, portfolio allocation, performance evaluation, 

risk control, capital budgeting, and other related issues; therefore, accurate measurement of this variable 

and identifying its components is one of the important issues in financial research [17]. 

 

2.2 Portfolio Returns 

The expected return on capital (also called cost of capital) is the return that shareholders expect to 

achieve in order to feel sufficiently compensated. The expected returns on capital depend on factors 

such as interest rates and company risk [29]; the return on portfolio is equal to the weighted average of 

the expected returns of all portfolios. 

 

μ = E(Portfolio) = ∑ xiE(Ri) = ∑ xiμi
n
i=1

n
i=1   (1) 

 

Where: E(Portfolio) or μ is the return average 

              E(Ri) or μi is the average of ith stock return in a specific period 

              xi is the proportional budget value of ith stock in the investment portfolio. 

              N is the number of stocks under study 

 

2.3 Concept of Portfolio  

The term "portfolio" is simply defined as a combination of assets that are collected by an investor 

for investment purposes. The two fundamental components in portfolio selection are risk and return. In 

other words, portfolio means the allocation of cash between different securities in a way that the risk 

and return of the portfolio cross at an optimal point. Given this, portfolio optimization can be considered 

the process of analyzing the portfolio and managing assets to achieve maximum returns at a certain 

level of risk [5]. Kaczmarek and Perez [19] show that both mean-variance and HRP optimizers outper-

form the random forest analysis. This is in contrast with a common criticism of optimizers’ efficiency 
and presents a new light on their potential practical usage. Davoodi Kasbi et al. [11] find a significant 

relationship between stock prices and earning per share, e/p ratio, firm size, inventory turnover ratio, 

and stock return. They also show that Chaid Rule-Based algorithm is a powerful tool that can be used 

to predict stock prices. Ramesh et al. [31] document that the fine-tuning and high accuracy of market 

value can be achieved using random forest algorithm. 

Oztekin et al. [27] examined the prediction of daily stock returns using three methods namely adap-

tive neuro-fuzzy inference system, neural networks, and support vector machines. They find that the 

support vector machines provide more accurate predictions than the other two methods. Delen et al. 

[12], utilize four decision tree algorithms to evaluate the predictive power of financial ratios with regard 

to performance evaluation criteria (i.e. return on equity and return on assets). The results show that four 

financial ratios including income before tax to equity, net profit margin, financial leverage, and sales 

growth are the most importat ones in predicting return of equity. They also find income before tax to 

equity, net profit margin, debt ratio, and asset turnover ratio to be the most effective ratios in predicting 
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return on assets. In another study, Uddin et al. [36] use regression analysis to investigate factors affect-

ing stock prices in the Dhaka Stock Exchange. The results show that dividend per share, net asset value, 

net income after tax, and PE ratio are among the most important variables that affect stock prices. 

Karami and Talaie [21] studied the relationship between PE ratio, book to market ratio, cash return and 

investment return among listed companies in Tehran stock market during 1998 to 2007. The results 

indicate that book to market ratio and investment return have the ability to predict stock returns. Tiwari 

et al. [35], examined the power of a combined model based on heterogeneous Decision Tree and Markov 

Model in predicting stock returns in the Mumbai Stock Exchange. The results show that the accuracy 

of the decision tree model alone is 88.18% and this number is augmented by 3.92% with the decision 

tree model is combined with Markov model. Soroush Yar and Akhlaghi [33] in a study entitled "Com-

parative evaluation of the effectiveness of data mining techniques in predicting risk and stock returns 

of companies listed on the Tehran Stock Exchange" used four data mining algorithms and 16 independ-

ent variables to predict stock returns and systematic risk. Using the four most effective variables in 

predicting risk and return, they find nonlinear separator to be the best model for predicting returns. 

Wang et al. [37] used a decision tree model to predict stock returns using fifty financial ratios. In their 

research, they compared the models derived from several decision tree methods. They find that the 

bagging-decision tree technique outperforms other methods. 

Salehi and Farrokhi Pilehrood [32] in a study titled "Earnings management prediction Using Neural 

Network and Decision tree” examined nine independent variables and 36 companies. They find that 

both neural network and decision tree methods are more accurate than linear methods. Their results also 

show that discretionary accruals and non-discretionary accrual as well as risk have the most significant 

relationships. Hosseinpour et al. [15] in a research titled "Identifying the Financial and Non-financial 

Variables Affecting the Basis of Audit Report Adjustment, Based on Accounting Estimates: Data Min-

ing Approach" concluded that among three techniques of artificial neural networks, C5 decision tree 

and support vector machine, the decision tree has the highest prediction capability with an average of 

91% accuracy. AliZadeh [13], in a research titled "The effect of macroeconomic variables on Tehran 

Stock Exchange returns volatility: observations based on the GARCH-X model", showed that the 

growth rate of money supply and logarithmic changes in exchange rate have a positive and significant 

effect on stock return volatility but no relation between inflation and stock returns was found. The 

results also show a significantly negative effect of growth rate of industrial productions on the stock 

returns instability. Barzegari Khaneghah and Jamali [6] in a study titled "Predicting Stock Returns Us-

ing Financial Ratios: Explorations in Recent Research", found that the profitability ratios had higher 

shares in predicting stock returns than other financial ratios. Their results show that return on equity 

and return on assets explain the majority of changes in stock returns. Ali Mohammadi et al. [2] investi-

gated four decision tree algorithms (CHAID, ECHAID, QUEST, and CART) to predict stock returns 

using financial ratios. Their results showed that CART and ECHAID algorithms are the best in predict-

ing current returns and the CHAID algorithm performs better in explaining future returns. Also, the 

models were more powerful in explaining current returns than predicting future returns. 

Hejazi et al. [14] and Delan et al. [12] document that the results of the decision tree models are more 

reliable for ranking variables than those from regression analysis. In a study using four models based 

on data mining techniques, Keyghobadi et al. [23] examined the items and ratios for selecting optimal 

portfolios. The results indicated that the main balance sheet items and profitability ratios are both im-

portant for providing optimal portfolios, but their significance is different in each model; however, 

items such as total assets, profit to income, operating profit to income and share price to dividend ratio 
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are of a higher priority in all models, suggesting that these items could be important indicators for 

investors. Tavasoli et al. [34] proposed a stock returns prediction model using twelve financial ratios 

and J48 decision tree algorithm. They tested twelve ratios in form of 12 hypotheses as to whether they 

were effective in predicting stock returns. Out of the twelve hypotheses, seven were rejected and five 

were not rejected. Moghadam et al. [26] investigated the power of market ratios in predicting stock 

returns. The results showed that there is a significant relationship between market price to dividend, 

market price to book value, market price to selling price, earnings per share and stock returns. 

 

3 Research Hypotheses 

The research hypotheses that are designed based on the literature review are as follows: 

Main hypothesis 1: There is a difference between the average portfolio returns from the decision tree 

and regression. 

Sub-Hypotheses: 

1. There is a difference between the average portfolio returns obtained from the CHAID algorithm and 

the regression. 

2. There is a difference between the average portfolio returns obtained from the CART algorithm and 

the regression. 

3. There is a difference between the average portfolio returns obtained from the ID3 algorithm and the 

regression. 

4. There is a difference between the mean portfolio returns obtained from the CRUISE algorithm and 

regression. 

5. There is a difference between the average portfolio returns obtained from the M5 algorithm and the 

regression. 

6. There is a difference between the average portfolio returns obtained from the M5 algorithm and the 

regression. 

Main hypothesis 2: There is a difference between the average returns of portfolios derived from deci-

sion tree algorithms. 

Main hypothesis 3: The average portfolio returns predicted by the decision tree algorithm are equal to 

the actual average return of the portfolio. 

 

4 Research Methodology 

The sample used for testing the hypotheses consists of 122 companies listed in Tehran Stock Exchange 

during the period 2009 and 2019. Systematic method was used for sampling. For this purpose, all the 

companies in the population that have the following characteristics are selected as the sample and others 

are excluded. 

A. The fiscal year of the companies end in March and the fiscal year has not changed during the research 

period. 

B. The companies have been listed in the Stock Exchange before 2009 and were not removed from the 

stock exchange by the end of 2019. 

C. Sample companies are not financial intermediaries (banks, investment companies, leasing compa-

nies). 

D. Companies during the research period had been active continuously and had no interruption for more 

than six months. 

E. Data on the research variables is available during the research period. 
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The purpose of this research is to select optimal portfolios using the most effective variables for pre-

dicting stock returns and the best model among decision tree and regression methods. To prepare the 

data for analysis, the initial data after extraction from the mentioned sources were entered into Excel to 

calculate the targeted variables. Then, the information calculated variables were analyzed in order to 

test the research hypotheses in several stages using decision tree and linear regression methods. The 

research processes are as follows: 

Stage One: All variables affecting returns are evaluated using different decision tree methods, and the 

proposed variables for each method are determined to be used in testing the hypotheses. Also, vari-

ables are prioritized according to their importance using regression method. 

Stage two: In this stage, the coefficient of significance and the relationship between selected and pro-

posed variables from the previous stage (using decision tree methods) and stock returns will be ex-

amined using regression method. 

At this stage, each decision tree method classifies and prioritizes the independent variables based on 

their significance. Also, important and fundamental variables are determined using the regression 

method. Then, using the significant variables and based on priority, portfolios are selected. Six portfo-

lios are formed based on decision trees and one portfolio based on regression method. By comparing 

the average returns across all seven portfolios, it can be determined whether the portfolios based on the 

decision tree methods perform better in terms of predicting return and selecting optimal portfolios. 

Stage three: In this step, to determine the best model for predicting the portfolio return, the models 

from the previous stage will be evaluated using Akaike and Schwartz Bayesian statistical methods. 

The best method and model will be selected among the six decision tree models. 

Stage four: In this stage, predicted returns using the selected model and actual returns are compared to 

test the robustness of the selected model in predicting the portfolio return.  

CART algorithm: classification and regression trees were discovered by Breiman et al. [8]. This model 

is a binary recursive partitioning procedure capable of processing continuous and nominal attrib-

utes as targets and predictors. The continuous processing means that the data is splitted into two 

subsets based on a variable to increase their homogeneity in each subset compared to the previous 

subset. These two subsets will then be splitted again, and this will continue until the homogeneity 

criterion and other stopping criteria meet the stopping rule. The ultimate goal of partitioning is to 

determine the proper variables with the desired threshold for maximizing the homogeneity of the 

sample subgroups. This algorithm creates a series of nested pruned trees, each of which is a candi-

date to be the optimal tree. The optimal tree is identified by evaluating the predictive performance 

of every tree in the pruning sequence on independent test data. This mechanism automatically and 

efficiently balances the classes. In other words, the CART method in the decision tree creates its 

branches in binary form and only based on one field, i.e. each non-leaf node is split into two other 

nodes. The first step is to determine which of the fields produces the best branch. The best way to 

create a branch occurs when each resulting branch has a variable which is dominant over other 

variables. The criterion used to evaluate the branches is diversity. There are many methods for 

calculating the diversity for a set of records, in all of which high diversity means collections that 

contain different variables, and low diversity means collections in which a variable dominates other 

variables. The best way to creating a branch is to minimize the diversity in collections. Next, there 

are two branches, each containing a set of records (each of the higher node records is located in 

one of the branches). Now for the branch, same as before, a field is selected again to create the best 

new branches with the lowest diversity. These steps will continue to the extent that produces nodes 
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in each sub-branch, nodes are created in which the new branch does not reduce the diversity sig-

nificantly. This final node is called leaf [9]. 

M5 algorithm: A new method for prediction (when output values are continuous), called Model Tree, 

was introduced by [28] in the learning algorithm called M5. The tree model combines the traditional 

decision trees with the probability of linear regression functions in the leaves. This method is rela-

tively clear, since the decision structure is obvious, and regression functions normally do not in-

clude a large number of variables. The model was expanded by Quinlan [28] by combining the tree 

with the nearest neighboring models. Tree-based models are created using divide and conquer 

methods. The T set is also associated with a leaf, or some tests are selected to separate T into 

relevant subsets to test the outcomes, and the same process is performed recursively for subsets. 

This division often creates a lot of detailed structures that need to be pruned (for example, by re-

placing a tree with a leaf). 

CHAID Algorithm: This method is a very effective statistical technique developed by Kass [22]. This 

method is a decision tree based on identifying the strongest relationships between independent and 

dependent variables, and for this purpose, the probability of the chi-square statistic is used to test 

the independence of contingency tables. In this method, among the existing variables, a variable 

with a smaller P-value is considered in the first step for divisions on a node [22]. The distinction 

of this algorithm with other decision tree methods is that CHAID can create more than two classes 

of trees per level. As a result, this algorithm is not a binary tree method. Therefore, the tree created 

in this method is broader than other methods. The output of this algorithm is very objective and its 

interpretation is simple, because in this method, by default, multiple branches are used. On the 

other hand, the weakness of this method is due to its inability to create optimal divisions based on 

existing variables [7]. 

ID3 Algorithm: One of the most commonly used symbolic learning methods is the decision tree in-

duction, which was first developed by J. Ross Quinlan in 1986 as the ID3 algorithm, which is 

known as the Iterative Dichotomiser 3. ID3 is a commonly used method for categorizing symbolic 

data and is not suitable for numerical data. The ID3 algorithm has been proven to create a fuzzy 

decision tree as a general and effective algorithm for constructing decision trees from a set of data 

with discrete values [16]. In the decision tree, the ID3 uses a statistical value called the information 

gain to determine how much a feature is able to separate the learning examples based on their 

classification. The ID3 algorithm is very suitable for introducing and constructing a tree with mul-

tiple divisions in each node. This algorithm is designed for qualitative variables, but it can be used 

for a set of variables, both qualitative and quantitative. The decision criterion for this algorithm is 

based on the entropy index, which calculates the Information Gain and Gain Ratio indices. The 

quick, concise, useful and reliable results of this algorithm have made it an acceptable method for 

classifying observations used in medical science [27]. 

CRUISE Algorithm: This algorithm which was introduced by Kim and Loh [24] can develop a clas-

sification tree with multiple divisions. This algorithm works well with methods like CART, but it 

has a higher speed due to the use of multiple divisions, and a smaller tree is formed using this 

algorithm. The developed tree is unbiased in this way and is designed to work well despite missing 

values for data. 

M5’ algorithm: Wang and Witten [38] introduced a new application of a model tree based on the 

Quinlan model [28] called the M5’ which works better than the previous model. The new model 

dramatically reduces the size of the tree, but slightly reduces the performance of the prediction. 

According to Wang and Witten, some of the details are not completely addressed and resolved in 
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the M5. Additionally, handling the features (variables) with enumerated attribute and missing values 

must be specified. This model is described further as follows: 

A. Variables with enumerated attribute: Before constructing a model tree, all enumerated attributes are 

transformed into binary variables. For each enumerated attribute, the average class value corre-

sponding to each possible value in the enumeration is calculated from the training examples, and the 

values in the enumeration are sorted according to these averages. Then, if the enumerated attribute 

has k possible values, it is replaced by k-1 synthetic binary attributes. Thus, in M5’ all splits are 

binary: they involve either a continuous-valued attribute or a synthetic binary[37]. 

B. Missing values: In order to take into account the missing values, the SD function in the M5 algorithm,  

is renamed as SDR and modified as follows [37]: 

 

SDR = 
m

|T|
 × β(I)× [SD (T)- ∑

|TJ|

|T|J ∈ {L,R}  × SD(TJ)]  (2) 

 

M denotes the number of examples without missing value for that attribute and T is the set of exam-

ples that reach this node. βi is a moderating factor (which exponentially decreases with increasing num-

ber of values). TL and TR are collections that have been created as a result of decomposing this feature.  

 

4.1 Research Variables 

Based on previous research, the items and financial ratios that are effective in predicting stock return 

are as follows: 

 

Table 1: Research Variables 

No. Variable name Symbol Formula 

1 Earnings per share EPS Net profit on Weighted average of ordinary shares 

2 Company Size SIZE Natural Log of the Commercial unit total assets 
3 Book to market value B / M Book value of each share on the market price per share 

4 Price to earnings per share P / E End of period Market price per share on earnings per share 

5 Operating profit EBIT Enrings before interest and tax 
6 Net profit after tax NPAT Net profit minus tax 

7 Average dividend per share  DPS Dividends approved by the General Assembly 

8 Current ratio CR Current assets divided by current liabilities 
9 Quick ratio QR (Current assets- inventories) divided by current liabilities 

10 Debt ratio DR Total debt on the total assets 

11 Return on sales or net profit ratio ROS Net profit divided by net sales 
12 Gross profit ratio GPR Gross profit divided by net sales 

13 Ratio of operating profit to sales OPR Operating profit divided by sales 

14 Return on assets ROA Net profit on total assets 
15 Return on equity ROE Net profit on equity 

16 Volume of transactions V Volume of transactions over a period 
17 Total assets turnover AT Net sales divided by total assets 

18 Dividends per share to price DP / P Cash dividends divided by share price 

19 Cash flow per share CFPS Operating cash flow on the number of shares 
20 Cash return on Sales CROS Operating cash flow on the sales 

21 Cash return on equity CROE Operating cash flow on equity 

22 Cash return on assets CROA Operating cash flow on the total assets 
23 The inflation rate IN According to Central Bank reports 

24 Exchange rate in the free market EX According to Central Bank reports 

25 Interest rates in the economy IR According to Central Bank reports 
26 Rate of liquidity growth  RCASH According to Central Bank reports 

27 Earnings quality EQ Operating cash flow on earnings before interest and tax 

28 Dividend yield trend MD Change in the dividend during a specified period of time  
29 GDP GDP According to Central Bank reports 

30 Oil prices OP According to Central Bank reports 

31 Book value of shares BV Total equity divided by weighted average of ordinary shares 
32 Price per share P Market value of each share 

33 Operating profit to total Assets OPA Operating profit divided by total assets 
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Table 1: Research Variables 

No. Variable name Symbol Formula 

34 Institutional owners rate IOR Number of Institutional owners shares on ordinary shares 
35 Systemic risk B Portfolio yield with market return covariance divided by market return variance 

36 Fixed asset turnover FAT Sales divided by fixed assets 

37 Accounts receivable turnover ACT Net sales (credit) divided by average accounts receivable 
38 Inventory turnover IT Cost of goods sold divided by the average inventories 

39 Earnings per share growth rate PEGR The change in earnings per share during a specified time period 

40 Sales growth rate SGR The change in the sales  during   a specified time period 
41 Net profit growth rate NPGR The change in net profit during a specified time period 

42 Dividend per share growth rate DPR Dividend per share divided by earnings per share 

43 Tobin’s Q TQR Company's market value divided by total Assets 
44 Liquidity LI The number of shares traded divided by the total issued stock 

45 Earnings volatility VE Average absolute change in profits 
46 Interest coverage rate ICR Profit before interest and taxes divided by interest cost 

47 Net working capital NWC Current assets minus current liabilities 

48 Cash ratio CFR Cash and equivalents divided by current liabilities 
49 Independent Auditor opinion AO Unqualified, Qualified, Adverse and Disclaimer of Opinion 

50 Assets growth rate AGR Change in the assets during a specified period 

 

5 Results 

5.1 Descriptive Statistics 

Table 2 reports the descriptive statistics for the main variables. As can be seen in the table, the 

highest value of stock returns is 7.39 and its mean is 0.55, which shows that the companies in this study 

do not have high stock returns. The median of P/E ratio for each share is 19.03, which is an acceptable 

value. Standard deviation is 0.89 for the systematic risk, suggesting low distribution. The median of the 

variable Tobin's Q is 1.19, which indicates that the data is centred around this point. 

 

Table 2: Descriptive Statistics for the Main Variables 

Variable Min Max Median Mean STD 

RETURN -0.63 7.32 0.56 0.56 1.13 

B -2.61 5.53 0.71 0.69 0.91 

AT 0.03 3.37 0.85 0.78 0.45 

ICR -410 143245.1 240.32 2.22 5122.23 

P/E -161 1168.02 19.18 5.39 80.33 

EBIT -5055419 39651456 821421 795146 2935014 

NPAT -7204845 30884510 660407.8 0.11 2612156 

TQR 0.05 6.79 1.23 0.94 0.95 

AGR -781.07 112045.4 140.38 0.13 4110.81 

NPGR 483.13 1532.23 3.80 -0.23 71.22 

 

5.2 Decision Tree Methods 

5.2.1 CART Method 

This algorithm includes two methods of classification and regression. For the classification method, 

the dependent variable should be a group and class variable, but for regression, there should be a nu-

merical and continuous variable. In this research, for the classification method, the dependent variable 

(return) is divided into two groups of low and high, and then the algorithm is implemented. Companies 

with lower returns than the average, are in the low group and companies with higher returns than the 

average, are in the high group. After assigning the data to the training and test groups, the decision tree 

is drawn and the variables that are effective in the fitted model of the training group are specified. The 

initial 6 years data has been considered as training data.  

Confusion matrix for test data: This matrix indicates that the data considered as experimental has 

been properly classified by a model that has fitted training data. Model accuracy and classification error: 

the confusion matrix criterion for test data is one of the main criteria to compare different models and 
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algorithms, and the more accurate the prediction the better. In other words, it shows what percentage of 

data is correctly classified or predicted. Out of 112 companies, 51 companies are well classified, thus 

the accuracy of the model is 46%. 

 

Table 3: The Significance of Variables Based on Classification Method 

Varia-

ble 
Sig. 

Varia-

ble 
Sig. 

Varia-

ble 
Sig. 

Varia-

ble 
Sig. 

Varia-

ble 
Sig. 

TQR 100 CROE 56.17 CFR 39.04 B.M 25.67 OP 19.62 

DP.P 92.06 ROS 51.66 ICR 38.65 DR 25.11 SGR 18.71 

P 83.14 CR 51.16 BV 37.77 AGR 24.25 AO 14.74 

ROE 81.73 QR 50.41 ACT 36.65 ROA 24.16 Size 14.67 

MD 74.62 OPA 47.24 VE 33.86 IT 23.78 EQ 13.1 

EPS 63.51 NPGR 44.47 CFPS 31.21 FAT 22.64 GPR 10.5 

P/E 60.36 PEGR 43.11 EBIT 29.81 LI 21.7 OPR 8.2 

B 60.26 IOR 42.25 CROS 29.55 NWC 20.66 NPAT 7.82 

V 59.66 DPR 39.42 AT 29.02 DPS 20.17 CROA 5.57 

Classification error 53.28%   Model accuracy 46.30%   

 

CART Regression Method 

MAE is the mean absolute error, MSE is the mean square error and RMSE is the Root mean square 

error. All three measures calculate the distance between the real value and the predicted value. A lower 

and near zero value indicates the suitability and accuracy of the model in prediction. Given the MSE 

value, this model is good and suitable. 

 

Table 4: The Significance of Variables Based on Regression Method 

Varia-

ble 
Sig. 

Varia-

ble 
Sig. Variable Sig. 

Varia-

ble 
Sig. 

Varia-

ble 
Sig. 

B 100 NPAT 30.94 GPR 18.24 B.M 9.85 V 5.82 

AT 58.02 DR 27.75 CFR 18.16 ACT 8.4 CROA 4.38 

ICR 51.14 Size 24.77 OPA 17.05 DP.P 8.11 SGR 4.1 

TQR 40.16 EPS 24.41 BV 15.44 MD 7.96 CR 3.48 

AGR 39.65 ROE 24.34 VE 15.29 OPR 7.96 DPS 2.52 

NPGR 35.39 P 23.9 PEGR 12.59 QR 7.96 FAT 1.51 

ROA 34.36 DPR 22.97 EBIT 11.85 IT 6.68 CROE 0.75 

P/E 31.23 ROS 22.91          

MAE 0.02147     MSE 0.00653     RMSE 0.080808 

 

5.2.2 CHID Method 

The CHAID algorithm is performed using Rapid Miner software. To perform this algorithm, all the 

variables are required to be grouped. Therefore, all independent variables are classified into three 

groups: Low, Medium, and High (Divided into three equal intervals). Also, the dependent variable (re-

turn) is splitted into Low and High groups and then the algorithm is performed. Companies with lower 

return than average are in the Low Group, and companies with higher returns than the average are high 

groups. After assigning the data to the training and test groups, the decision tree is constructed. The 

initial 6-year data has been considered as training set.  
 

Table 5: The Significance of Variables Based on CHID 

Variable Sig. Variable Sig. Variable Sig. Variable Sig. Variable Sig. 

OPA 100 DPR 47.75 AT 32.78 CFPS 17.77 Size 5.08 

B 90.68 TQR 46.23 BV 28.53 PEGR 14.86 OPR 3.64 

LI 51.62 CROA 40.43 IOR 21.73 P 14.17 FAT 1.34 

EPS 50.74 DP. P 34.47 ROS 21.67 NWC 12.87 ROA -0.05 

IT 47.92                 
Classification error 32.84%     Model accuracy 65.13% 
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The confusion matrix shows that from 112 companies, 74 companies have been classified correctly 

and 38 companies are in the wrong group. The accuracy of this method is thus 66% and the classification 

error is 34%. 

 

5.2.3 CRUISE Method 

The CRUISE decision tree algorithm was performed using CRUISE v3.6.4 software. For this pur-

pose, it is necessary that the dependent variable is a group and class variable; therefore, the dependent 

variable (return) is divided into two groups of low and high, and then the algorithm is performed.  

 

Table 6: The Significance of Variables Based on CRUISE 

Varia-

ble 
Sig. 

Varia-

ble 
Sig. 

Varia-

ble 
Sig. 

Varia-

ble 
Sig. 

Varia-

ble 
Sig. 

DP.P 100 B.M 57.38 AT 36.08 CROE 26.88 AGR 22.28 

AO 95.38 GPR 48.38 OP 35.68 LI 25.68 QR 21.98 

P 94.78 ROS 47.38 ACT 35.68 BV 25.58 CFR 20.18 

TQR 92.08 CR 47.08 OPR 35.58 FAT 23.78 PEGR 19.48 

P/E 89.88 IT 42.68 OPA 35.38 DPS 23.48 NWC 19.28 

SGR 80.58 DR 39.78 VE 34.58 ICR 23.18 V 18.68 

ROA 69.78 NPGR 39.58 B 30.48 CROS 22.98 CFPS 16.38 

EPS 65.88 ROE 38.68 CROA 30.18 EQ 22.98 NPAT 14.18 

DPR 62.48 MD 38.48 IOR 30.08 Size 22.98 EBIT 8.58 

Classification error 45.11%     Model accuracy 57.45% 

 

Companies with lower returns than the average are in the Low group, and companies with higher 

returns than average, are in the High group. After assigning the data to the training and test groups, the 

decision tree has been constructed. The initial 6-year data has been considered as training set. Based on 

the confusion matrix, 65 companies out of 112 companies are predicted accurately, and 47 companies 

are predicted in the wrong group. As a result, the accuracy of this model is 58 and its classification error 

is 42%. 

 

5.2.4 ID3 Method 

The ID3 algorithm was performed using Rapid Miner software. For this purpose, it is necessary that 

the dependent variable is a group and class variable; therefore, the dependent variable (return) is divided 

into two groups of low and high, and then the algorithm is performed. Companies with lower returns 

than the average are in the Low group, and companies with higher returns than average, are in the High 

group. After assigning the data to the training and test groups, the decision tree has been constructed. 

The initial 6-year data has been considered as training set. Based on the confusion matrix for training 

data, 60 companies out of 112 companies are in the correct group and 52 companies in the wrong group; 

therefore, the model accuracy is 52 and the model error is 45%. 

 

Table 7: The Significance of Variables Based on ID3 

Variable Sig. Variable Sig. Variable Sig. Variable Sig. Variable Sig. 

CROA 100 EBIT 46.59 V 23.87 NPGR 10.23 Size 10.23 

DR 73.87 IOR 37.5 CFR 23.87 CR 10.23 BV 10.23 

LI 60.23 NPAT 37.5 B 19.32 CROE 10.23 DPS 5.69 

EPS 55.69 DPR 37.5 P 14.78 AO 10.23 PEGR 5.69 

AT 51.14 CFPS 32.96 TQR 10.23 AGR 10.23 ACT 5.69 

FAT 46.59 NWC 23.87             
Classification error 45.22%     Model accuracy 52.03% 

 

 



Developing a Prediction-Based Stock Returns 

 
 

   

 

[804] 

 

Vol. 7, Issue 3, (2022) 

 

Advances in Mathematical Finance and Applications  

 

5.2.5 M5 Method 

The M5 algorithm is performed using the RWeka package in R software. For this purpose, it is 

necessary that the dependent variable is a group and class variable; therefore, the dependent variable 

(return) is divided into two groups of low and high, and then the algorithm is performed. Companies 

with lower returns than the average are in the Low group, and companies with higher returns than av-

erage, are in the High group. After assigning the data to the training and test groups, the decision tree 

has been constructed. The initial 6-year data has been considered as training set. Based on the confusion 

matrix 62 companies are predicted in the correct group and 50 companies in the wrong category. As a 

result, the model accuracy is 56 and the model error is 45%. 

 

Table 8: The Significance of Variables Based on M5 

Variable Sig. Variable Sig. Variable Sig. Variable Sig. Variable Sig. 

P 100 NWC 53.71 SGR 38.79 B 28.91 ACT 14.81 

EPS 81.13 NPGR 46.86 CROA 38.66 V 27.45 Size 14.46 

OPA 78.65 ROA 45.91 CFR 37.87 VE 27.37 QR 13.17 

ROS 75.29 MD 41.57 EBIT 37.7 GPR 27.34 LI 10.09 

TQR 68.36 IT 41.26 CROE 37.2 CROS 26.2 DP.P 7.34 

P/E 62.58 CR 40.65 ICR 36.53 EQ 26.2 IOR 6.84 

NPAT 62.42 AO 40.34 B.M 36.39 DPR 24.75 OP 4.48 

DPS 58.27 BV 39.17 FAT 36.3 OPR 22.25 AT 4.33 

DR 57.67 CFPS 39.11 AGR 34.09 PEGR 16.86 ROE 1.94 

Classification error 45.04%     Model accuracy 56.16% 

 

5.2.6 M5’ Method 

The M5 decision tree algorithm is performed using Rapid Miner software. To perform this algo-

rithm, the variables are required to be numeric data. After assigning the data to the training and test 

groups, the decision tree has been constructed. The initial 6-year data is considered as training data. 

MAE is the mean absolute error, MSE is the mean squared error and RMSE is the root mean square 

error.  

 

Table 9: The Significance of Variables Based on M5’ 
Varia-

ble 
Sig. 

Varia-

ble 
Sig. Variable Sig. 

Varia-

ble 
Sig. 

Varia-

ble 
Sig. 

NPGR 100 TQR 39.34 OPA 29.52 CFPS 21.49 P 11.38 

PEGR 94.18 LI 39.3 OPR 28.51 B.M 20.49 CR 10.72 

DR 87.38 DPS 38.52 EPS 24.06 GPR 19.25 ACT 10.38 

CROE 51.79 Size 37.15 CROS 23.2 ROA 17.75 B 8.52 

SGR 49.78 DP. P 36.1 EQ 23.2 QR 17.09 ROS 6.96 

BV 46.91 VE 34.27 FAT 22.84 CROA 16.92 IOR 3.41 

NPAT 44.69 EBIT 31.69 AT 22.53 NWC 15.11 AO 1.69 

P/E 41.77 ROE 30.27 MD 21.59 CFR 12.09 DPR 1.27 

MAE 0.03234   MSE 0.00721   RMSE 0.08491 

 

All three measures calculate the distance between the real value and the predicted value. A lower 

and near zero value indicates the suitability and accuracy of the model in prediction. Given the value of 

MSE, this model is accurate and suitable. 

 

Table 10: The Significance of Variables Based on Regression 

Varia-

ble 
Sig. 

Varia-

ble 
Sig. Variable Sig. 

Varia-

ble 
Sig. 

Varia-

ble 
Sig. 

B.M 100 IT 66.76 CFR 46.33 TQR 17.67 EBIT 7.8 

P/E 92.58 Size 64.64 B 45.06 QR 17.5 ACT 7.74 
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Table 10: The Significance of Variables Based on Regression 

Varia-

ble 
Sig. 

Varia-

ble 
Sig. Variable Sig. 

Varia-

ble 
Sig. 

Varia-

ble 
Sig. 

OPA 90.35 AT 63.95 EPS 32.1 V 17.23 CFPS 7.04 

PEGR 90.07 P 57.89 GPR 30.93 IOR 16.49 ROS 6.98 

OPR 88.38 ROA 52.57 DP.P 30.83 ROE 14.08 MD 5.51 

OP 83.92 SGR 51.95 AGR 30.42 NWC 13.82 FAT 5.12 

ICR 80.54 LI 50.47 VE 25.56 CR 11.01 DR 2.07 

NPGR 73.5 CROA 49.59 CROE 20.06 DPS 9.83 NPAT -0.86 

BV 71.98 AO 46.73 DPR 19.37         
 

5.3 Data Analysis and Hypothesis Testing 

After identifying the significant variables in each decision tree model and the regression method, 

according to existing data up to 2018, a portfolio is constructed. The output of the software arranged 

variables based on the Gini coefficient. For ease of use and comparison, using the relative significance 

of all variables in different methods, their significance has been identified out of 100. To select the 

number of significant variables in each method, the significance level of more than 30 was considered.  

 

Table 11: Comparison of Different Decision Tree Models and Regression Method 

No. 
Data mining 

methods 

No. of Sig. 

variables 

No. of firms in 

portfolio 

Data mining aver-

age return 

Regression return (24 varia-

bles and 50 companies) 

1 CART(reg) 9 78 25.667 14.531 

2 CART(class) 9 47 16.768 14.531 

3 CRUISE 26 50 22.892 14.531 

4 M5 26 47 19.460 14.531 

5 CHAID 11 44 22.809 14.531 

6 ID3 11 58 19.473 14.531 

7 M5prime 16 82 17.184 14.531 

 
Table 12: Selecting the Best Model Based 

No. Decision tree method AIC BIC 

1 CART(reg) 1041 1098 

2 M5P 1054 1134 

3 CHAID 1048 1105 

4 CRUISE 1053 1189 

5 ID3 1069 1131 

6 M5P 1054 1191 

7 CART(class) 1062 1198 

 

To select the proposed portfolio in classification method, all high-return companies have been se-

lected. For numerical methods, positive-return firms have been selected as portfolios. Using the actual 

returns in 2018, the average returns of each portfolio are calculated in different decision tree methods 

as well as in the regression model and used to test the first hypothesis. Independent t-test is performed 

to compare the averages in two methods of data mining and regression with each other. Given that the 

p-value is less than 0.05 (0.002602), the null hypothesis is rejected, suggesting a significant difference 

between the mean of the two methods, and therefore the hypothesis 1 cannot be rejected. Based on the 

results obtained, decision tree methods were better than the regression method, and the actual returns 

of their proposed portfolios were higher than that of the regression method. Now, in order to choose 

one of these methods, based on the number of proposed variables, we form models with return on one 

side the proposed significant variables of that method on the other side. In other words, according to 

the significant variables of each decision tree model, a linear regression model is formed and the best 
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model is chosen using the Akaike and Schwartz Bayesian statistics. 

As can be seen, based on both indicators, the best method in the tree decision models is the CART 

method with the regression branch. The number of significant variables of this method is 9. As a result, 

the best model for choosing the optimal portfolios is the CART model with regression branch with 9 

significant variables namely B, AT, ICR, TQR, AGR, NPGR, ROA, PE and NPAT, respectively. When 

analyzing the first hypothesis, the portfolios of this method have the highest returns among all methods. 

To test the selected and proposed model as stated in hypothesis 2, which selects the CART model with 

regression branch as a better model, the expected return on each share and the average predicted returns 

for the year 2019 are calculated. Then, based on the actual return in 2019, the average actual return of 

the portfolio was calculated and using t-test the third hypothesis was tested. 

 

Table 13: Comparison of Actual and Predicted Returns of Companies in 2019 

Companies average predicted returns in 2019 Companies average actual returns in 2019 

20.27% 24.18% 

 

The t-test is used to compare the mean of the predicted and actual data groups of 2019; considering 

p-value = 0.3248, the null hypothesis is accepted implying that there is no significant difference between 

the two groups. 

 

6 Discussion and Conclusions 

This study examined one of the most important and fundamental challenges investors face in their 

investment decisions. Prediction of stock returns has always been one of the most attractive issues in 

financial research. Two factors affecting the decision making of investors on the stock exchange are 

risk and return. To reduce the risk, a portfolio is formed and at the equal risk conditions a portfolio that 

yields more return is selected. This research emphasized the returns on portfolio and seeked to provide 

an appropriate model for predicting stock returns and creating optimal portfolios given the most signif-

icant variables. By reviewing the domestic and international research, a list of 44 accounting variables 

and 6 economic variables shown to affect returns was created. Due to the weakness of linear and para-

metric methods, nonlinear and non-parametric data mining method have been used, which nowadays is 

one of the most important aspect of empirical research in different fields. The decision tree method is 

one of the newest data mining methods and has been relatively overlooked in Iran. 

The results of the research indicate that the six methods of decision tree models are better than re-

gression method. The returns on portfolio that was formed based on all decision tree methods is greater 

than the returns on the portfolio formed on the basis of the regression method. As expected, decision 

tree methods that are non-parametric and nonlinear performed better than regression methods, which is 

a classical and linear method. Therefore, investors and analysts should take advantage of data mining 

methods instead of regression methods when predicting stock returns. This result is consistent with the 

results of research by Oztekin et al. [27]. The CART method with regression branch is chosen as the 

best model for predicting stock returns. The significant variables of this method are as follows according 

to their importance, 1. Systemic risk, 2. Asset turnover, 3. Interest coverage rate, 4. Tobin’s Q, 5. Assets 

growth rate, 6. Net profit growth rate, 7. Return on assets, 8. Price to earnings per share, and 9. Net 

profit after tax. Out of six methods of the decision tree, one that was superior to the other methods 

should be selected. Based on the returns on selected portfolio, the CART method with regression branch 

method was selected. One of the advantages of these models is that they require only a small number 

variables and thus are very cost effective. The results of this study are consistent with the results of the 
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research by Ali mohammadi et al. [2]. 

The findings in this study suggest that data mining methods be used to predict stock returns and 

optimum portfolio should be selected using lower amount of data (9 variables) to save costs. It is also 

recommended that the selected model in this research be compared to other data mining methods such 

as genetic algorithm, neural networks and expert systems. Also, future research should consider risk 

factors alongside return. Investors and analysts are recommended to pay more attention to systematic 

risk, asset turnover, interest rate, Tobin's Q ratio, asset growth rate, net profit growth rate, PE ratio, and 

net profit after tax. The results also suggest that financial institutions can benefit from decision tree and 

CART-regression methods when selecting stocks or forming their portfolios. 
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