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 ABSTRACT 

In this paper we extend the concept of "cost minimizing industry structure" and 

develop two DEA models for dealing with imprecise data. The main aim of this 

study is to propose an approach to compute the industry cost efficiency measure 

in the presence of interval data. We will see that the value obtained by the pro-

posed approach is an interval value. The lower bound and upper bound of the 

interval industry cost efficiency measure are computed and then decomposed into 

three components to examine the relationship between them and the lower and 

upper bounds of the individual interval cost efficiency measures. We also define 

the cost efficient organization of the industry as a set of DMUs, which minimizes 

the total cost of producing the interval industry output vector. In fact, this paper 

determines the optimal number of DMUs and the reallocation of the industry ob-

served outputs among them. We hereby determine the effects of the optimal num-

ber of DMUs and the reallocation of outputs among them on the interval industry 

cost efficiency measure. Finally, a numerical example will be presented to illus-

trate the proposed approach. 

 

1 Introduction 
 

Data envelopment analysis (DEA) is a non-parametric approach that has many applications in evaluat-

ing the performance of decision making units (DMUs). This approach is firstly introduced by Charns 

et al. [5]. In general, DEA approach has many applications, and many different DEA models have been 

presented for evaluating the efficiency of DMUs. For example, Peykani et al. [16] presented a novel 

fuzzy DEA based on a general fuzzy measure. They also proposed a fuzzy DEA approach for ranking 

of stocks [18]. DEA approach is also extended to study the robust optimization problem [17,19,20]. In 

addition, network DEA models have been developed to examine DMUs with network structure. See for 

example Peykani and Mohammadi [14,15]. An important set of DEA models are allocation models that 

can be applied when the prices of inputs and/or outputs are known. Farrell [8] presented the cost model 

for evaluating DMUs with known input cost vector. In this framework, Portela et al. [22] developed a 

cost efficiency model for the case where input quantities and their prices can vary simultaneously. Other 

DEA models also have been developed to examine the efficiency of DMUs for the case where input/out-

put prices are available. For example, Tagashira and Minami [25], Tohidnia and Tohidi [28]. Other 

applications of DEA approach can be found in [11,13,22-24,28-31]. Because of the data are not usually 
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known exactly in the real world, DEA models have been also extended for dealing with imprecise data. 

In this context, Cooper et al. [6] presented some models. After that, two equivalent models were intro-

duced by Despotis and Smirlis [7] to determine the lower and upper bounds for the efficiency score of 

DMUs in the presence of the interval data, which is a special type of the imprecise data. The result was 

called the interval efficiency. Hosseinzadeh Lotfi et al. [10] proposed two DEA models for evaluating 

the cost efficiency score with interval data. They computed an interval for the cost efficiency measure. 

Tohidi and Tohidnia [27] improved the interval cost efficiency of inefficient DMUs by using ideal 

points. Furthermore, DEA has been applied for measuring the efficiency score of the industry. The 

concept of structural efficiency of an industry was first introduced by Farrell [8]. He defined the struc-

tural efficiency measure as the output-weighted average of the technical efficiencies of the constituent 

DMUs of the industry. Førsund and Hjalmarsson [9] extended this concept and considered the technical 

efficiency of the average firm as a measure of structural efficiency of the industry. Li and Cheng [12] 

evaluated the industry technical efficiency score based on the relationship between the production tech-

nologies of the individual DMUs and that of the industry. Baumol et al. [2] introduced the concept of 

"cost minimizing industry structure" which is associated with the reallocation of outputs and a variable 

number of DMUs (see also Baumol and Fisher [3]). Following Baumol et al [2], Cesaroni [4] introduced 

the concept of the cost efficient organization of an industry and computed the industry optimal structure 

along with the specific impact on cost efficiency due to organizational inefficiency that stems from a 

non-optimal number of DMUs.  

In this paper we extend the approach presented in Cesaroni [4] for measuring the cost efficiency 

score of the industry in the presence of imprecise data. The main purpose of this study is to propose an 

approach to compute the industry cost efficiency measure and generalization of the concept of the cost 

efficient organization of the industry in the presence of interval data. We will see that the value obtained 

by the proposed approach is an interval value. We compute the lower bound and upper bound of the 

interval industry cost efficiency measure and then decompose them into three components to examine 

the relationship between them and the lower and upper bounds of the individual interval cost efficiency 

measures. Following Cesaroni [4], we define the cost efficient organization of the industry as a set of 

DMUs, which minimizes the total cost of producing the interval industry output vector. In fact, this 

paper determines the optimal number of DMUs and the reallocation of the industry observed outputs 

among them. We also determine the effects of the optimal number of DMUs and the reallocation of 

outputs among them on the interval industry cost efficiency measure. As stated above, we use the idea 

of Cesaroni [4] in developing models to evaluate the cost efficiency score of an industry in the presence 

of interval data. Thus, similar to the Cesaroni [4] method, in general, three important features can be 

attributed to the method presented in this paper: 1) the allocation of inputs so that production costs are 

minimized at the industry level, 2) investigating the relationship between the interval industry cost ef-

ficiency score and the individual interval cost efficiency measures when reallocation of outputs is pos-

sible, 3) the determination of the optimal number of DMUs. The structure of the paper is as follows. 

Section 2 outlines the Preliminaries. Section 3 presents an approach to study the interval industry cost 

efficiency measure. Section 4 shows the application of the proposed approach. Section 5 concludes. 
 

2 Preliminaries  
 

Consider a set of n DMUs where each DMU , 1,...j j n= , consumes the input vector

1 2( , , , ) 0t

j j j mjx x x= ≥x  for producing the output vector 1 2( , , , ) 0t

j j j sjy y y= ≥y . All units op-

erate under the same VRS production technology, T, as follows [1]: 
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1 1 1

( , ) : , , 1 , 0 , 1, , .
n n n

j j j j j j

j j j

T j nλ λ λ λ
= = =

 
= ≥ ≤ = ≥ = 
 

∑ ∑ ∑x y x x y y  (1) 

The technology at the industry level is defined as the sum of the individual production possibility sets 

shown in (1) and denoted by 
INDT nT=  [4]. Furthermore, consider 

0 1

n

jj=
=∑X x  and 

0 1

n

jj=
=∑Y y  

respectively as the industry-observed input and output vectors. Also assume that the inputs prices are 

known and 1 2( , , , ) 0t

mc c c= >c
 
is the common input price vector for all DMUs. The cost efficiency 

measure of DMUo
 can be evaluated by the following model (this form of the cost efficiency model 

was used in Sueyoshi [24]):   

1
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The model (2) yields the minimum possible cost for producing the output vector 
oy . Assume that 

* *

1

n

j j jj
λ

=
=∑x x is the optimal solution of model (2). Then the cost efficiency score of DMUo  

can be 

computed using the ratio 

*

j

o

cx

cx
. Now, we consider ,l u

ij ij ijx x x ∈    
and ,l u

rj rj rjy y y ∈    
,
 

0, 0l l

ij rjx y> >

, as the interval input and output vectors of DMU , 1,...j j n= . Hosseinzade Lotfi et al. [10] proposed 

two models for evaluating the interval cost efficiency score of DMUs with interval data. They assume 

that the ith input cost of DMU
j

, 
ij

c , is an interval number and 
min max,

ij ij ij
c c c ∈   . Their models are 

as follows: 

 

min

1

1

1,

min

s.t. , 1, , ,

,  1, , ,

0,      1, , ,

 0,                                 1, , ,
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(4) 

The lower and upper bounds of the cost efficiency score of DMUo  can be computed by the results 

of models (5) and (6), respectively as follows: 

*min

1

max

1

= ,

m

iio

i
o m

u

io io

i

c x

CE

c x

=

=

∑

∑
 

 

(5) 

max *

1

min

1

= ,

m

io i

i
o m

u

io io

i

c x

CE

c x

=

=

∑

∑
 

 

(6) 

where 
*

ix  and 
*

i
x  are respectively the optimal solutions of  models (3) and (4) can be treated as a cost 

efficiency score for DMU
o

. Cesaroni [4] introduced the concept of the cost efficient organization of 

an industry as a set of production possibilities like { }( , ) : ( , ) , 1,...,h h h h T h k∈ =x y x y , which mini-

mizes the total cost of producing the industry output vector 0Y . To compute the minimum cost of pro-

duction based on the above definition, Cesaroni [4] presented some models and then computed the 

industry cost efficiency (ICE) using the ratio of this minimum cost to the actual cost of production. Also 

he decomposed the ICE measure into the product of three components. For more details on his approach 

see Cesaroni [4]. In the next section, by using the idea of Cesaroni [4] we evaluate the industry cost 

efficiency measure in the presence of interval data.  

 

3 Industry Cost Efficiency Measure in the Presence of Interval Data  
 

Assume that we deal with a set of DMUs with interval inputs and interval outputs. Thus we will have 

0 0 0,l u ∈  X x x  and 0 0 0,l u ∈  Y y y  whereand  
0 1

,
nl l

jj=
=∑Y y  

0 1
,

nu u

jj=
=∑X x  

0 1
,

nl l

jj=
=∑X x  

Because in this study the input price vector is considered fix and common for all . 
0 1

nu u

jj=
=∑Y y

DMUs, we set 
min max ( )io io ic c c i= = ∀  in the models (3) and (4), where the value of ic  is the price of 
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ith input for each DMU. In this section, we are going to extend the concept of the cost efficient organ-

ization of the industry introduced in Cecaroni [4] for dealing with interval data and then evaluate the 

industry cost efficiency score in the presence of interval data. We first rewrite models (3) and (4) based 

on model (2), respectively as shown in (7) and (8). 

1
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Suppose * *

1

nl l

j j jj
λ

=
=∑x x  and * *

1

nu u

j j jj
λ

=
=∑x x  are respectively the results of models (7) and (8). 

Upper bound and lower bound of the interval cost efficiency of DMUo  can be computed using the 

optimal values of these models as follows: 
*

= ,

l

j

o u

o

CE
cx

cx
 

 

(9) 

*

= .

u

j
o

u

o

CE
cx

cx
 

 

(10) 

 

Following Cesaroni [4], we consider { }( , ) : ( , ) , 1,...,h h h h T h k∈ =x y x y as a set of DMUs that 

produces the industry output vector 0Y  so that the overall cost of production is minimized. The DMUs 

belonging to this set are denoted by the index h . k  is an integer variable and represents the number of 

DMUs that can produce 0Y  at the minimum possible cost. In Cesaroni [4], a model was developed to 

determine such a set of DMUs. Now, we extend that model for dealing with interval data, and present 

two models for allocating the observed industry output vector 0Y  among a set of efficient DMUs. In 



Measuring the Interval Industry Cost Efficiency Score in DEA  

 
 

   
 

[384] 

 

Vol. 7, Issue 2, (2022) 

 

Advances in Mathematical Finance and Applications  

 

this case the intervals of the input and output values corresponding to each DMU are effective in deter-

mination of the set of DMUs which minimizes the total cost of producing the given industry output 

vector. The proposed models are shown in (11) and (12).  

{ }( , ) 1

0

1

min

s.t. ,

h h

k
l

h

h

k
l l

h

h

=

=

≥

∑

∑

x y

cx

y Y
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{ }( , ) 1
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h h

k
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h
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x y

cx

y Y

 

 

 

(12) 

 

In fact, model (11) determines the set of DMUs where each DMU produces a part of the amount of 0

l
Y  

with minimum possible cost. The constraint 
0

1

k
l l

h

h=

≥∑ y Y  ensures that the sum of the lower bounds of 

the outputs produced by the obtained set of DMUs is not less than the industry- observed output vector 

0

l
Y . In addition, the constraint 

0

1

k
l l

h

h=

≤∑ x X  can be added to model (11). This constraint ensures that 

the sum of the input vectors used by this set of DMUs to produce the industry-observed output vector 

0

l
Y  is less than or equal to the industry-observed input vector 0

l
X . However, for k n= , the industry-

observed input vector
 0 0 0,l u ∈  X X X  can produce the industry-observed output vector 

0 0 0,l u ∈  Y Y Y , so this model is feasible, and from a logical point of view there is no need to add the 

constraint 0

1

k
l l

h

h=

≤∑ x X  [4]. Similarly, model (12) determines the set where each member of it produces 

a part of the amount of 0

u
Y  with minimum possible cost. If we consider k as a parameter, then for any 

given integer k  models (11) and (12) can be rewritten as follows, respectively: 

( , )
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s.t. ,  

h h

l
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(14) 

where 1

1

ku u

h hk h=
= ∑y y  1

1

kl l

h hk h=
= ∑y y , 1

1

ku u

h hk h=
= ∑x x  , 1

1

kl l

h hk h=
= ∑x x   

Cesaroni [4] interpreted the parameter k as the "cost minimizing number of firms" [2,3]. It is essential 

that the production technology is convex to formulate models (11) and (12) respectively as (13) and 
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(14). Because each of models (13) and (14) finds a single optimal scale size being replicated k times. 

So in general, we can reformulate models (11) and (12) respectively as (15) and (16).  

,
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(16) 

* * *( , , )l l

lkx y
 
is an optimal solution to model (15) and

 
* * *( , , )u u

ukx y  is an optimal solution to model 

(16), where * *

1

nl l

j jj
λ

=
=∑x x  and * *

1

nl l

j jj
λ

=
=∑y y . The value of 

*u
x  and 

*u
y  can be computed sim-

ilarly. In addition, since c  and jx  are assumed to be nonnegative, models (15) and (16) will be un-

bounded if k is negative. Therefore, these models will have an optimal solution when k  is positive, 

which is guaranteed by defining k  as the "cost minimizing number of firms". 

Now, we calculate the lower bound and upper bound of the interval industry cost efficiency score 

(IICE) as follows:    

* *

0

= ,
l

u

k
IICE

cx

cX
 

 

(17) 

* *

0

= ,
u

u

k
IICE

cx

cX
 

 

(18) 

We used the results of models (15) and (16) to calculate the values of IICE  and IICE . In fact, 

the industry production possibility 0 0( , )X Y where 
* * * *

0 ,l uk k ∈  X x x  and 
* * * *

0 ,l uk k ∈  Y y y , is 

obtained from solving models (15) and (16). The industry production possibility 0 0( , )X Y  produces the 

output vector 0 0 0( )≥Y Y Y  at the minimum possible cost at the industry level. Therefore, the minimum 

possible cost of producing the industry-observed output vector 0Y , belong to the interval 

* * * *,l uk k  cx cx . The lower and upper bounds of this interval are used to calculate the values of IICE  

and IICE  defined in (17) and (18).      
 

3.1 Decomposition of the Interval Industry Cost Efficiency Score 
 

Sometimes it may occur that the lower bound and/or upper bound of the interval cost efficiency scores 

of all DMUs is equal to one, while the lower bound and/or upper bound of the interval industry cost 
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efficiency score is not equal to one. We explain this issue by decomposing IICE  and IICE  as shown 

in (19) and (20). 

*
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Where 
*l

nx  and 
*u

nx  are the optimal solutions of (15) and (16) for k n= , and also
*l

jx  and 
*u

jx  are the 

optimal solutions of models (7) and (8), respectively. According to the presented models, we will have 

the following inequalities: 

* * * *

0

1

,
n

l l l u

n j

j

k n
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≤ ≤ ≤∑cx cx cx cX  
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* * * *

0

1

.
n

u u u u

n j

j

k n
=

≤ ≤ ≤∑cx cx cx cX  
 

(22) 

 Now, we examine the components of IICE . Based on the inequalities shown in (21), the value of each 

component is less than or equal to one. The first component of IICE  can be rewritten as follows: 

*

*
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u lj n
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In fact, the component WACE  can be shown as the weighted average of the individual interval cost 

efficiency scores of n DMUs. If the lower bounds of the interval cost efficiency scores of all DMUs are 

equal to one, then all DMUs will be cost efficient in the worst situation. Thus we will have 

*

1 1 0

10 0 0 0

1 1,

n n
l u

uj j un
j j j

u u u u
j

= =

=

= × = = =
∑ ∑

∑
cx cx

cx cX

cX cX cX cX
 

 

 

(24) 

It is clear that the value of IICE  will be equal to one only if its three components are equal to one. 

Therefore, in the case where all DMUs are cost efficient in the worst situation, we cannot conclude that 

the interval industry cost efficiency score is also equal to one in the worst situation. In fact, it is possible 

that the allocation of the observed industry output vector among the set of cost efficient point is not 

determined properly, and thus the value of the second and/or third component is not equal to one. The 
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second component (reallocative efficiency) captures the impact of the reallocation of the output vector 
 0

l
Y among the existing number of  DMUs on IICE , and the third component examine the impact of 

the determination of the optimal number of DMUs that produce the output vector. The Components 0

l
Y  

resulting from the decomposition of IICE  are interpreted in the same manner as the components of 

IICE .         

 

4 Illustration of Proposed Approach 
 

Suppose 10 DMUs in Table 1 consume two interval inputs 1x  and 2x  to produce an interval output 1y

, and all DMUs operate under the fix and common input price vector 
1 2( , ) (4, 2)c c = . We measure the 

interval cost efficiency of DMUs by using models (7) and (8). Table 1 shows the results for 10 DMUs. 
  

Table 1: Interval data and the individual interval cost efficiency scores  
DMU 

1

l

j
x 

1

u

jx 
2

l

jx 
2

u

jx 
1

l

jy 
1

u

jy CE CE 

DMU1 1 1.5 1.5 5 3 8 0.219 1 

DMU2 0.8 2 1.75 4.5 2.5 9 0.206 1 

DMU3 0.5 1.75 0.75 3 5.25 10.5 0.269 1 

DMU4 2 3.5 4 7.5 4 12 0.121 1 

DMU5 1.5 3 3 5 5 10 0.159 1 

DMU6 1.25 2.75 3.25 4.75 7.5 15 0.171 1 

DMU7 1.5 2.5 5 8.25 7 13 0.132 1 

DMU8 5 6.25 4.5 7 5.5 10.5 0.090 1 

DMU9 3.5 5 2 5.14 3.25 9 0.116 1 

DMU10 6 7.75 6 9.2 1 6 0.226 0.314 
 

We first evaluate the lower bound and upper bound of the interval industry cost efficiency measure by 

models (15) and (16) for the special case, k n= . In this case, the output vectoris produced by all  0

l
Y  

existing DMUs. The results are summarized in Table 2. Now, we solve models (15) and (16) again, for 

measuring the values of IICE
 
and IICE  at the optimal number of DMUs, 

*

lk
 
and 

*

uk , respectively.  It 

can be seen that from Tables 2 and 3, how the number of DMUs affect the amounts of the interval 

industry cost efficiency score. By comparing the values of IICE
 
in Tables 2 and 3, we find out that 

when the optimal value of k is determined by models (15) and (16), the value of the interval industry 

cost efficiency score will be evaluated more accurately.            
 

k n= ) forodels (15) and (16mResults of  :Table 2  
*

1

lx  
*

1

ux  
*

2

lx  
*

2

ux  IICE  IICE  

0.5 1.75 0.75 3 0.133 0.495 
 

Table 3: Results of models (15) and (16) 
*

1

lx  
*

1

ux  
*

2

lx  
*

2

ux  IICE  IICE  
*

lk  
*

uk  

0.5 1.75 0.75 3 0.120 0.495 9 10 
 

The results obtained from the decomposition of IICE  and IICE  are respectively shown in Tables 4 

and 5. The value of 0.9 corresponding to kRE ∗  represents the portion of the interval industry cost 

inefficiency that has been created because of the non-optimal number of DMUs.   
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Table 4: Lower bound decomposition 
WACE  nRE  kRE ∗  IICE  

0.133 1 0.9 0.120 
 

Table 5: Upper bound decomposition 

WACE  nRE  *kRE  IICE  

0.871 0.568 1 0.495 

 

5 Conclusions  
 

The input and output data are not usually known exactly in the real world, so we decided to appropriate 

this paper to examining the cost efficiency score at the industry level in the presence of imprecise data. 

For this purpose, we extended the approach presented in Cesaroni [4] to deal with the case where DMUs 

consume interval inputs to produce interval outputs. We computed the cost efficiency score at the in-

dustry level and called the result the interval industry cost efficiency score. We calculated the lower 

bound and upper bound of the interval industry cost efficiency score, and then decomposed each of 

them into three components. In addition, we determined the optimal number of DMUs that can produce 

the interval industry observed output vector and also reallocation of the output vector among them in 

the industry. In practical applications, it may occur that the output prices are known instead of the input 

prices. The idea used in this paper can be applied in such situation. In this case, we can compute the 

lower and upper bounds of the revenue efficiency score at the industry level, and then examine the 

relationship between them and the lower and upper bounds of the individual interval revenue efficiency 

measures. As another idea for future research, the models proposed in this study can be extended to use 

in cases where the industry is composed of a set of DMUs with a network structure.  
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