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Abstract— Recent developments in Question Answering (QA) 

have improved state-of-the-art results, and various datasets have 

been released for this task. Since substantial English training 

datasets are available for this task, the majority of works 

published are for English Question Answering. However, due to 

the lack of Persian datasets, less research has been done on the 

latter language, making comparisons difficult. This paper 

introduces the Persian Question Answering Dataset (ParSQuAD) 

based on the machine translation of the SQuAD 2.0 dataset. 

Many errors have been discovered within the process of 

translating the dataset; therefore, two versions of ParSQuAD 

have been generated depending on whether these errors have 

been corrected manually or automatically. As a result, the first 

large-scale QA training resource for Persian has been generated. 

In addition, we trained three baseline models, i.e., BERT, 

ALBERT, and Multilingual-BERT (mBERT), on both versions of 

ParSQuAD. mBERT achieves scores of  56.66% and 52.86% for 

F1 score and exact match ratio respectively on the test set with 

the first version and scores of 70.84% and 67.73% respectively 

with the second version. This model obtained the best results out 

of the three on each version of ParSQuAD. 

Keywords—Question Answering; Persian Machine Reading 

Comprehension; Persian Question Answering Dataset; SQuAD 

1.  INTRODUCTION 

Open-domain Question Answering (OpenQA) is an 
important task within the Natural Language Processing (NLP) 
and Information Retrieval (IR) fields. It aims to answer a 
question posed in natural language based on large-scale 
unstructured documents [1]. This procedure is carried out in 
two stages;  

1. Retrieving relevant paragraphs from relevant 
documents,  

2. Identifying an answer span within the retrieved 
relevant paragraphs, which is referred to as Machine 
Reading Comprehension (MRC).  

Machine Reading Comprehension is a task in which a 
machine interprets natural language and answers questions by 
reading a passage. Traditional OpenQA systems have evolved 
into a modern architecture by adopting neural MRC methods to 
extract the answer to a given question from the relevant 
document(s) [2]–[5].  

Training neural models for QA tasks requires large-scale 
datasets containing essential data for the task; therefore, with 
the recent increase in the number of OpenQA research, 
specifically on techniques that integrate with neural Machine 

Reading Comprehension, the need to generate datasets has 
increased. 

Various large-scale QA datasets have been released 
recently, including CNN/Daily Mail [6], MS MARCO [7], 
RACE [8], and SQuAD [9]. However, the majority of these 
datasets are designed for English QA, and there are fewer or no 
datasets available for other languages, such as Persian. In other 
words, to this date, no similar open-domain dataset has been 
generated for Persian QA. 

Among these recently released English datasets, the 
Stanford Question Answering Dataset (SQuAD) [9] has been 
used in most recent QA works.  

This dataset comes in two different versions and contains 
(c, q, a) triplets representing a context paragraph from 
Wikipedia articles, a question posed by crowdworkers, and the 
related answer(s). The answer is a segment of the 
corresponding passage; therefore, a number also comes with 
the answer, indicating the answer's start position in the context 
paragraph. This dataset is divided into training and 
development sets, each having 80% and 10% of the total 
instances, respectively. 

As mentioned, the SQuAD dataset comes in two versions;  

• The first version, SQuAD 1.1 [9], contains over 
100,000 instances from 536 articles. 

•  In order to generate SQuAD 2.0 [10], the second 
version, over 50,000 unanswerable questions have 
been added to the previous version. These 
questions are highly similar to the corresponding 
context paragraph but have incorrect answers 
since they cannot be found in that paragraph.  

The idea behind adding such questions to the dataset was to 
challenge the existing models, and train models to correctly 
indicate unanswerable questions and not guess inappropriate 
answers. 

In order to generate a Persian dataset based on SQuAD as 
the most popular datasets recently released, we first translated 
the SQuAD 2.0 [10] training and development sets using the 
Google Translate neural machine translation (NMT) API [11], 
then selected those questions that their translated answer(s) 
matched a portion of the context and removed the rest of the 
instances. After further polishing and modifying the result, we 
created a Persian dataset for the Question Answering tasks. In 
this paper, we introduce two versions of our dataset that have 



International Journal of Web Research, Vol. 4, No. 1, Spring-Summer, 2021 

35 

been generated in different ways based on the modification 
methods used. 

To summarise, the main contributions of our work are: 

i) Defining two different methods for modifying the 
SQuAD 2.0 Persian translation and overcoming the 
translation errors;  

ii) Creating ParSQuAD, the first large-scale Persian QA 
dataset;  

iii) Validating our dataset by establishing the current 
state-of-the-art for QA  systems. 

The rest of the paper is organised as follows: In section 2, 
some related works on dataset generation and translation have 
been reviewed; in section 3, we have described our methods for 
generating both versions of our translated dataset; also, we 
have analysed the dataset and compared it with other similar 
datasets in section 4; finally, in section 5 we have evaluated our 
datasets. 

2. RELATED WORKS 

The MRC field has seen tremendous growth in the last 
decade, including an increase in the number of corpus and 
significant advances in methods. Several English datasets for 
the Reading Comprehension (RC) task have been released to 
date, one of which would be the Stanford Question Answering 
Dataset (SQuAD) [9]. SQuAD is a reading comprehension 
dataset consisting of over 100,000 answerable questions and 
over 50,000 unanswerable questions posed by crowdworkers 
on a set of Wikipedia articles. The unanswerable questions 
were designed to look similar to answerable ones. Answerable 
questions are present in both versions of the dataset, whereas 
unanswerable questions have been added to SQuAD 2.0 [10]. 
In other words, SQuAD 1.1 data has been combined with over 
50,000 unanswerable questions written by crowdworkers in 
order to generate SQuAD 2.0. In this dataset, the answer to 
each question is a portion of the corresponding passage.  

Although these datasets have helped with the development 
of language-specific Question Answering models for English, 
the lack of native language annotated datasets other than 
English is one of the problems in this field. Various approaches 

have been proposed to generate non-English QA datasets; 
These approaches can be divided into four categories, shown in 
Fig. 1. 

Major efforts have recently been made to generate a native 
Reading Comprehension dataset for languages such as Korean 
[12], Russian [13], Chinese [14], and French [15]. These 
datasets have been annotated with crowdworkers and contain 
native language passages; therefore, models trained with these 
datasets have a better quality in comparison with automatically 
generated datasets. However, generating datasets with 
crowdsourced annotations requires a group of experts and is 
costly and time-consuming. 

A more cost and time-efficient solution would be to 
leverage a Neural Machine Translation (NMT) to translate the 
English datasets into target languages and fine-tune the 
language model on the translated dataset. Carrino et al. [16] 
translated the SQuAD 1.1 dataset into Spanish and trained a 
multilingual model to answer Spanish questions.  

In some other works, authors have used both of the 
previously described methods to generate a dataset for the 
target language. Mozanner et al. [17] proposed the Arabic 
Reading Comprehension Dataset (ARCD) in order to deal with 
the lack of Arabic QA datasets. Their dataset consists of 1,395 
questions posed by crowdworkers on Wikipedia articles 
(ARCD) and a machine translation of the SQuAD Dataset 
(Arabic-SQuAD). Lee et al. [18] created the Korean Question 
Answering Dataset (K-QuAD) semi-automatically, by using 
the automatically translated SQuAD and a QA system 
bootstrapped on a small set of question-answer pairs. 

An alternative approach, proposed in [19], [20], is to 
provide a cross-lingual evaluation benchmark in order to 
enhance the development of cross-lingual Question Answering 
models. These models, unlike multilingual models, can transfer 
to a target language without requiring training data in that 
language. The XQuAD dataset [19] contains 1,190 instances 
from the SQuAD 1.1 development set, which have been 
translated by professionals into ten different languages. The 
MLQA dataset [20] is a combination of over 12000 English 
instances and 5000 instances in six other languages. Note that 
neither of the two datasets includes Persian instances. 

 

Fig. 1. QA dataset generation approaches for non-English languages; The first three approaches will lead to creating a new but monolingual data set, while the 

fourth approach will create multilingual datasets and train multilingual models. 
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In other cases, authors have decided to either use 
community-sourced datasets or develop close-domain QA 
systems. As for Persian QA, Tohidi et al. [21] employed the 
Rasekhoon question answering dataset (www.rasekhoon.net) to 
evaluate their question matching model. Veisi et al. [22] 
collected and structured a dataset of diseases and drugs to 
evaluate their Persian medical question answering system. 
Boreshban et al. [23] developed a religious Persian QA corpus, 
Rasayel&massayel. Also, TriviaQA [24], is a collection of 
question-answer pairs written by trivia fans, as well as 
independently acquired documents containing the answers to 
the questions. 

In order to fill the gap for Persian QA, we generated a 
Persian machine-translated dataset (ParSQuAD) based on 
SQuAD 2.0. ParSQuAD comes in two versions; one of which 
has been manually modified, and no manual modifications 
have been done on the other version; in fact, it has been 
modified automatically. The first version of the ParSQuAD 
dataset contains over 25,000 questions, whereas the second 
version has over 70,000 questions. The development set has 
also been translated and modified into two different ways to 
suit translated training set versions respectively.  

The modification process of the resulting datasets will be 
discussed in section 3. 

3. DATASET GENERATION METHODOLOGY 

In this section, the process of generating both versions of 
the ParSQuAD dataset will be explained. As mentioned in the 
previous section, this dataset is based on a machine translation 
of SQuAD 2.0 using the Google Translate neural machine 
translation (NMT) API [11]. 

Before explaining the procedure, we need to understand the 
structure of the SQuAD dataset. This dataset has a tree-like 
structure;  

• It consists of several titles; 

• Each title includes related passages; 

• Each passage has two types of questions: answerable 
and unanswerable; 

Each question has a set of answers with a corresponding 
number as the start span.  Note that the start span indicates the 
start position of the answer in its corresponding passage.  The 
structure can be seen in Fig. 2. 

Based on the dataset's structure, we understand that it 
consists of triplets of context paragraph, answer, and question. 
In order to generate the Persian dataset, the first step is to 
translate all original (co, qo, ao) instances into (ct, qt, at) triplets. 
The next step would be to change the start spans for each 
answer accordingly, but before that, we need to make sure that 
the translation has the highest possible quality or the best 
proportion of the translated dataset has been selected. 

In terms of translation quality, the translator performed 
well, except for words containing Hamza. Hamza ( ء) is an 

Arabic letter that can appear in different forms ( ئ  ,ؤ ,إ  , أ  ,ء) and 

at any position in a word. The letter is also used in loanwords 
from Arabic in Persian since it is written in an Arabic-based 
alphabet. As mentioned, the Google Translate API occasionally  

 

Fig. 2. The SQuAD dataset structure. 

misspells words containing a Hamza letter and replaces the 
letter with an English word from the original sentence. 

Fig.3 depicts different English passages and their Persian 
translation as examples of this behaviour; the API has 
functioned correctly in the green highlighted parts, whereas the 
parts highlighted in red are examples of where it has failed to 
spell the words correctly.  

Since the dataset contains a large number of sentences, 
finding and correcting the Hamza translation errors would be 
time-consuming and manual correction leads to new mistakes 
due to human error. 

After increasing the quality of the translated dataset, 
another challenge was to find the correct answer span for the 
translated version of each triplet. As expected, the structure of 
some sentences had changed after translation; therefore, the 
answer did not match the context paragraph. This issue makes 
those triplets unusable; therefore, those triplets have been 
removed. 

Based on the approaches used to deal with the translation 
quality and answer start span correction issues, two different 
versions of ParSQuAD have been generated. The two methods 
used for dealing with these issues are correction or removal of 
the problematic passages. Since correction is complex for the 
second challenge, it has to be done manually. On the other 
hand, removing the problematic passages from the dataset is an 
easier alternative that can be done automatically through a 
predefined algorithm. Therefore it is possible to classify these 
two approaches into manual and automatic. 

Note that since the number of Hamza translation errors was 
significant and manual corrections may have led to new 
mistakes due to possible human errors, these errors have been 
ignored in the manual method. The differences in both methods 
can be seen in Fig. 4. 

Also, the automatic version is three times larger than the 
manual version. The main reason for the size difference is that 
the dataset was translated in batches. To overcome the 
limitations of the API, we divided the training dataset into 13 
batches and translated each batch separately. After having  

www.rasekhoon.net
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Fig. 3. Different English passages and their Persian translation obtained by using Google Translate neural machine translation (NMT) API. Parts highlighted in 

green show that the API has worked correctly, but the red highlighted parts show it has failed to correctly spell words containing Hamza letters. 

 

translated the first four batches, we decided to modify these 
four translated batches further manually and use the result to 
train our models. 

Note that, since the final form of this version had the 
minimum size required for training a model, we decided not to 
remove the errors and instead corrected them manually. 

After successfully translating all 13 batches of the original 
dataset, we automatically removed the errors and generated the 
second version since there was already enough data to train a 
model. The two methods used for generating both versions of 
the dataset will be discussed in detail in the following two 
sections. 

A. The Manual Method 

As mentioned, since the first version of the translated 
dataset was smaller in size, it was easier and necessary to apply 
manual modifications to this version to avoid reducing the size 
any further. Therefore, both errors described have been 
manually corrected. 

Since after translating the dataset, the structure of sentences 
had changed, the first step was to find those (qt, at, ct) triplets 
whose answer at perfectly matched a subset of the 
corresponding context paragraph ct. After finding those triplets, 
the next step was to correct the start span of the answer at 
based on the context ct. This raised another issue; if the answer 

has appeared multiple times in the context paragraph, how can 
the correct span be selected? 

In order to avoid selecting the incorrect answer span when 
the answer appears in more than one sentence, the sentence in 
the original context the answer has appeared in had to be 
determined based on the original strat span. After finding the 
sentence number and mapping the number to the translated 
context paragraph in order to find the corresponding translated 
sentence, the new start span had to be located in the translated 
sentence. 

Although this simple method would have solved the start 
span problem, but after evaluating the dataset, it appeared that 
some of the start spans did not point to the answer. It seemed 
that this problem had been caused by the presence of 
punctuation marks in the context paragraph, namely, single (‘ ’) 
and double (“ ”) quotation marks. In this case, since there was a 
small number of wrong start spans and no possible algorithmic 
solution for the issue, we decided to correct the remaining 
wrong start spans manually. 

As for the Hamza translation errors, since there were many 
possible translation errors and finding those errors required a 
thorough study of the dataset, no action was taken on this 
version of the dataset to correct those errors. 

It is important to note that before deciding to leave these 
Hamza translation errors as is, the first attempt was to correct 
them manually, which resulted in other errors that occurred due  
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to possible human error. Algorithm 1 describes the manual 
method’s implementation. Also, Fig. 5 shows its flowchart. 

B. The Automatic Method 

The second version of the dataset includes translated 
instances from all 13 batches of the SQuAD dataset; therefore, 
the number of errors that appeared in this version was larger. 
Since the size of this version was enough for training models, 
only automatic modifications have been applied to this version. 

After extracting (qt, at, ct) triplets whose answer at perfectly 
matched a subset of the corresponding context paragraph ct and 
correcting the start answer spans, any (qt, at, ct) triplets whose 
start span did not point to the answer were automatically 
removed from the dataset. Also, if any triplet contained 
translation errors, the triplet has been automatically removed 
entirely. Algorithm 2 shows the automatic method’s 
implementation. Also, Fig. 6 visualises this algorithm. 

4. DATASET ANALYSIS 

To better understand the differences between the manual 
and automatic versions of ParSQuAD, their properties have 
been analysed in this section. 

Table I summarises the statistics of the two final versions of 
the ParSQuAD dataset regarding the number of questions and 
titles translated compared to the total number of questions and 
titles in the original English dataset. In addition, Fig. 7 
compares the datasets based on the percentage of answerable 
and unanswerable questions. 

According to Fig. 7, the training set of the first version has 
fewer unanswerable questions than the number of answerable 
questions. Therefore, this version does not provide a fair 
representation of the original dataset. On the other hand, the 
second training set contains a higher percentage of 
unanswerable questions compared to the first version, making 
it a better representation of the original SQuAD 2.0 dataset. 
This percentage could affect the performance of the trained 
model, which will be discussed in section 5.  

Due to three reasons, the automatic version of ParSQuAD 
is about half the size of the original SQuAD dataset; 

First, the API sometimes failed to translate some of the 
passages. In order to resolve this, we tried sending those 
passages to the API multiple times. Even though this method 
helped with the issue, but in the end, a significant amount of 
untranslated passages remained. 

TABLE I.  STATISTICS OF THE TWO VERSIONS OF PARSQUAD IN 

COMPARISON WITH THE SQUAD 2.0 DATASET 

Dataset 

Training set Development set 

# questions # titles # questions # titles 

SQuAD 2.0 130319 442 11873 35 

ParSQuAD-manual 18906 136 5726 35 

ParSQuAD-automatic 64961 442 5599 35 

Second, the structure of an English passage differs from 
that of Persian, hence, when translating a passage from English 
to Persian, the structure of each sentence might vary, but the 
structure of a sequence of words might not change. This leads 
to the translated answer not matching the respective context 
paragraph; therefore, the answer span cannot be found, and the 
(qt, at, ct) example will be removed from the translated dataset. 

Algorithm 1. Implementation of the manual method. 

co and ct : the original and translated context,  

qo and qt : the original and translated question,  

ao and at : the original and translated answer, 

at
start : the translated answer start span. 

Result: (ct, qt, at, at
start) 

for co in context paragraphs do 

ct ← get context translation; 

for qo in questions do 

for ao in answers do 

at ← get answer translation; 

if at in ct then 

compute original sentence number ao appeared in; 

n ← get original sentence number; 

st ← get n-th translated sentence; 

if at in st then 

compute at start span; 

at
start ← get translated answer start span; 

return (ct, qt, at, at
start); 

end 

end 

if at not in ct[at
start : ct

end] then 

manually edit the at
start; 

end 

 

Algorithm 2. Implementation of the automatic method. 

co and ct : the original and translated context, 

qo and qt : the original and translated question, 

ao and at : the original and translated answer, 

at
start : the translated answer start span, 

D : a dictionary of all Persian words containing Hamza letters, 

E : a set of all English letters. 

Result: (ct, qt, at, at
start) 

D ← get the dictionary of Persian words containing Hamza; 

E ← get English letters; 

replace Hamza and tail-end in H with each letter in E; 

H ← get equivalence classes of newly created words; 

for co in context paragraphs do 

ct ← get context translation; 

for qo in questions do 

for ao in answers do 

at ← get answer translation; 

if at in ct then 

compute original sentence number ao appeared in; 

n ← get original sentence number; 

st ← get n-th translated sentence; 

if at in st then 

compute at start span; 

at
start ← get translated answer start span; 

return (ct, qt, at, at
start); 

   end 

end 

if at not in ct[at
start : ct

end] then 

remove (qt, at, at
start); 

for hi in H={h1, h2,…, hm} do 

if hi in ct or qt or at then 

remove (ct, qt, at, at
start); 

end 

end 
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Fig. 5. The flowchart of the manual method described in Algorithm 1. 
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Fig. 6. The flowchart of the automatic method described in Algorithm 2. 
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Third, the translation errors described in previous sections 
resulted in eliminating many translated (qt, at, ct) examples 
from the translated dataset. 

Furthermore, the charts in Fig. 8 compare the distribution 
of unanswerable  questions in ParSQuAD-automatic and 
SQuAD 2.0. Each chart shows the frequency of different 
numbers of unanswerable questions available for a context 
paragraph. It can be observed that both datasets have a similar 
distribution of unanswerable questions. Note that about half of 
the paragraphs do not have unanswerable questions, which is 

due to the fact that the SQuAD 2.0. has been built upon 
SQuAD 1.1 by adding unanswerable questions to the latter 
dataset. 

Table II summarises the English and non-English datasets 
generated for QA tasks that have been reviewed in section 2. 
This table compares our datasets with others in terms of 
contacting unanswerable questions, their sizes, method of 
generation, and language. Note that only those with the same 
structure as the SQuAD dataset have been included. 

 

Fig. 7. Percentage of answered and unanswerable questions in the SQuAD 2.0 dataset and the two versions of ParSQuAD. 

 

Fig. 8. Distribution of unanswerable questions in SQuAD 2.0 dataset and  ParSQuAD-automatic. 
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TABLE II.  STATISTICS OF AVAILABLE QUESTION ANSWERING DATASETS IN COMPARISON WITH THE TWO VERSIONS OF PARSQUAD 

Dataset 
Size 

(# questions) 

Contains 

unanswerable 

questions 

Type Language 

SQuAD 1.1 [9] 100,000  Native English 

SQuAD 2.0 [10] 150,000 ✓ Native English 

KorQuAD 1.0 [12] 70,000  Native Korean 

SberQuAD [13] 90,000  Native Russian 

Chinese Span-Extraction dataset [14] 20,000  Native Chinese 

FQuAD 1.0 [15] 25,000  Native French 

FQuAD 1.1 [15] 60,000  Native French 

ARCD [17] 1,000  Native Arabic 

SQuAD-es [16] 87,000  Translation Spanish 

SQuAD-es-small [16] 46,000  Translation Spanish 

Arabic-SQuAD [17] 48,000  Translation Arabic 

Arabic-SQuAD + ARCD [17] 50,000  Translation + Native Arabic 

K-QuAD [18] 81,000  Translation + Native Korean 

XQuAD [19] 13,000  Translation + Native 

English, Spanish, German, 

Greek, Russian, Turkish, 

Arabic, Vietnamese, Thai, 

Chinese, Hindi 

MLQA [20] 42,000  Translation + Native 

English, Arabic, German, 

Spanish, Hindi, 

Vietnamese, Chinese 

TriviaQA [24] 95,000  Community-sourced English 

ParSQuAD-manual 25,000 ✓ Translation Persian 

ParSQuAD-automatic 70,000 ✓ Translation Persian 

 

5. EXPERIMENTS 

In order to evaluate and compare the quality of our datasets 
with the SQuAD 2.0, three QA models have been trained. The 
pre-trained BERT (ParsBERT [25] for the translated dataset), 
ALBERT, and Multilingual-BERT (mBERT) models have 
been fine-tuned on both versions of the  ParSQuAD dataset and 
the SQuAD 2.0 to generate our three final Question Answering 
models. Note that another version of ALBERT pre-trained on 
Persian (ALBERT-Persian) has been used for the ParSQuAD 
dataset. Our models have been trained for two epochs using a 
Tesla P100-PCIE-16GB GPU device with the default 
parameter’s values set in the HugginFace scripts.  

In order to evaluate the accuracy of the trained models, 
similar to SQuAD, two measures have been employed; 

Exact Match (EM): This metric is used to calculate the 
percentage of predictions that match the ground truth answer 
perfectly. 

F-Measure (F1-Score): The maximum overlap between 
the predicted answer and the ground truth answer at the token 
level is measured by this metric. 

The goal is to evaluate the quality of our datasets, which 
will be used as training resources for Persian QA models. 
Table III summarises the evaluation results for each dataset.  

Also, the chart displayed in Fig. 9 is based on the data provided 
in Table III. This chart shows that ALBERT models work 
better for the SQuAD 2.0 dataset, while mBERT works best on 
both versions of the ParSQuAD dataset, achieving scores of  
56.66% and 52.86% for F1 score and exact match ratio 
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respectively on the test set with the first version and scores of 
70.84% and 67.73 % respectively with the second version. This 
could be due to some words in languages other than Persian 
remaining in the translation; Therefore, a multilingual model 
would work better on a dataset containing such passages. 

In addition, we observe that models trained on SQuAD 2.0 
and ParSQuAD-automatic have a higher F1 score when 
compared to their exact match ratio; While it is the opposite for 
models trained on ParSQuAD-manual. This indicates that the 
ParSQuAD-manual dataset trained the models to predict the 
majority of the test questions as unanswerable, which proves 
that the models require more training on unanswerable 
questions and that the train set should include more 
unanswerable questions. 

As discussed earlier in section 4, the first version of the 
dataset does not provide a fair representation of the  original 
dataset. In other words, this version does not reflect the original 
SQuAD dataset in terms of the proportion of answerable and 
unanswerable questions. Therefore, in order to study the effect 
of this ratio on the accuracy of the trained model, we added 
3,708 unanswerable questions from new titles to the manual 

version of ParSQuAD, doubling the number of such questions. 
This increased the ratio of unanswerable questions to 28.01%. 
After training all three models on the resulting dataset, the 
scores improved by 3% on average, demonstrating that the 
ratio of unanswerable questions in the dataset affects the 
accuracy of the trained model. Fig. 10 shows a summary of the 
results. 

TABLE III.  EVALUATION RESULTS FOR EACH DATASET ON THREE 

DIFFERENT MODELS. 

Dataset SQuAD 2.0 
ParSQuAD- 

manual 

ParSQuAD-

automatic 

Model EMb F1c EM F1 EM F1 

BERTa 72.74 75.86 46.32 50.06 62.42 65.26 

ALBERT 78.98 82.15 48.11 51.66 64.71 67.59 

mBERT 74.92 78.09 52.86 56.66 67.73 70.84 

a. ParsBERT has been used for ParSQuAD. 
b.  Exact Match 

c. F1: F-one measure 

 
 

Fig. 9. Exact match ratio and F1 score for the three models trained on each dataset. 

 

Fig. 10. A comparison of the evaluation results for two versions of ParSQuAD-manual with different sizes on three different models.
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The 3% improvement in the scores proves that 
encountering a certain type of question more frequently may 
improve the learning process; by increasing the number of 
unanswerable questions, the model learned and detected these 
questions better. 

6. CONCLUSION 

This paper introduced a Persian dataset generated from the 
SQuAD 2.0 dataset for Persian Machine Reading 
Comprehension. To the best of our knowledge, it is the first 
dataset for Persian Reading Comprehension based on the 
structure of the SQuAD dataset.  

With the help of the Google Translate neural machine 
translation (NMT) API, a translated version of the SQuAD 2.0 
dataset has been generated. After analysing the translation, we 
have discovered that further modifications of the translated 
dataset were required to generate a reliable Question 
Answering dataset. The translation result has been modified in 
two different ways: Manual and Automatic. These two 
methods generated two different versions of the ParSQuAD 
dataset.  

Finally, both versions of the ParSQuAD dataset has been 
employed to train QA models, i.e., BERT (ParsBERT), 
ALBERT (ALBERT-Persian), and Multilingual-BERT 
(mBERT), which mBERT achieved scores of  56.66% and 
52.86% for F1 score and exact match ratio respectively on the 
test set with the manual version and scores of 70.84% and 
67.73% respectively with the automatic version. 

In addition, the effect of the ratio of unanswerable 
questions in the dataset has been studied. After increasing the 
ratio of unanswerable questions in the first version of 
ParSQuAD, the scores improved by 3% on average. 

Both versions of the ParSQuAD dataset are now publicly 
accessible for further usage in Open-domain Question 
Answering system implementations. 

Although the models trained on our dataset have achieved 
acceptable scores and have been implemented and tested in a 
real-world QA system, our dataset may not have the quality of 
a native Persian Reading Comprehension dataset containing 
native question and answer samples annotated by multiple 
human annotators. Therefore, generating such datasets would 
be beneficial in future works. 
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