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Abstract— With the fast growth of social media, they have 

become the most important platform for posting multimodal 

content generated by users. Much of the data on social 

networks such as Instagram and Telegram is multimodal 

data. With the aim of analyzing such multimodal data in 

social networks, multimodal sentiment analysis has become 

one of the most significant subjects for researchers in the field 

of emotion recognition and data mining. Although 

multimodal sentiment analysis of social media data for 

English language has been addressed in several researches 

recently, few studies addressed the problem for the Persian 

language which is the official language of more than 120 

million of people around the word. In this study, a 

multimodal deep learning model is proposed to address this 

problem. The proposed method utilizes a bi-directional long 

short-term memory (bi-LSTM) for processing text posts and 

a VGG16 convolutional network for analyzing images. A new 

dataset of Instagram and Telegram posts, MPerSocial, 

containing 1000 pairs of images and Persian comments is 

introduced in the current study and used for evaluating the 

proposed method. The results of experiments show that using 

the fusion of textual and image modalities improves sentiment 

polarity detection accuracy by 20% and 8% compared with 

the scenario in which image and text modalities in isolation. 

Also, the performance of the proposed model is better than 

three similar deep and four traditional machine learning 

models. All codes and dataset used in the current study are 

publicly available at GitHub.   

Keywords— Social Networks; Persian Language; Sentiment 

Analysis; Deep Learning; Instagram Posts. 

1.  INTRODUCTION 

Nowadays, social media platforms including Instagram, 
twitter, and Telegram have turned into valuable sources of 
information for both people and organizations [1]. Using these 
platforms, users can contact with their physically distant 
friends and share information. These platforms have billions of 
users and produce a huge amount of data every minute. People 
who post or comment using these platforms have different 
culture, age, gender, attitude, and emotion. This makes the 
processing of data generated in such platforms a challenging 
task. Processing such data may be performed with different 
goals including analyzing users experience [1], advertising [2], 
education [3], predicting personality traits of users [4], and 
sentiment analysis (SA) [5]. 

Knowing the sentiment of online users can be useful for 
people working in various fields such as economics, marketing, 
and politics [5], [6]. Sentiment analysis is a subset of data 
mining (DM) and natural language processing (NLP) that 
attempts to extract or categorize sentiment of social media 

automatically [5]. These sentiments can be either positive or 
negative [7]. Sentiment analysis (SA) has many applications in 
extracting customers’ opinions about a particular product or 
service [7], extracting emotions from political contexts [6], 
understanding people’s attitude toward environmental issues 
[8], and recognizing the flow of emotions in social media [5]. 
Sentiment analysis (SA) can be performed at three levels [5], 
[7]. Document level which extracts the sentiment of a text as a 
whole [7], sentence level which considers sentiment sentence 
by sentence [7], and aspect level which focus on different 
aspects of a product or service [9].  

In the past, sentiment analysis was mostly based on text-
based data, but today, with the proliferation of social networks, 
multimodal sentiment analysis has become a very important 
issue [10], [11]. With the rapid development of social 
networks, these networks have become the most important 
platform for sending multimodal content generated by users 
[11]. A large part of the data in social networks such as 
Instagram and Telegram is multimodal data (e.g., image and 
text). Traditional sentiment analysis methods were usually 
performed with the aim of analyzing sentiment on textual data 
[5], but due to the increasing growth of multidimensional data, 
multimodal sentiment analysis has become one of the most 
important issues for researchers in the field of data mining [10]. 

The accuracy of multimodal systems relies on the data 
fusion mechanism used to combine the information carried out 
by different modalities [13], [14]. Several fusion methods have 
been utilized in the previous studies, including canonical 
correlation analysis [14], latent space [13], hierarchical fusion 
[16], and tensor fusion [26]. These methods differ in the level 
at which the fusion takes place and in the internal mechanism 
of the fusion method [13]. For example, the fusion may be 
performed at the score-level or feature-level; in the former the 
scores produced by the classification methods are combined, 
while in the latter the features extracted from different 
modalities are first combined then fed into the classifier to 
produce the final classification results [13].   

Today, many researchers, especially for the English 
language, conduct several researches in the field of multimodal 
data analysis [13]. Nevertheless, despite the expansion of 
Persian language users in social networks and the production of 
millions of posts by them, few researches on multimodal 
sentiment analysis study have been reported in the Persian 
language. In multimodal SA, complementary modalities such 
as image or video modalities are exploited beside the text 
modality [13]. Multimodal SA is more challenging than 
traditional text-based SA because it needs appropriate 
modeling of the relation between the modalities [12]. This 
becomes more challenging when modalities are not 
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synchronized [13]. In such cases, more complicated fusion 
mechanisms are needed [14] deep learning usually offers 
promising approaches to such conditions [11], [12].  

Most studies for multimodal SA targeted the English 
language [15], [16] and there is only one study [17] that 
directly addressed Persian multimodal SA. Persian is an Indo-
European language spoken by more than 120 million people in 
Iran, Tajikistan and Afghanistan [18], [19]. As pointed out in 
several studies Persian language is a challenging language for 
NLP applications [19]-[21]. Some difference between the 
Persian and English languages are related to the structure of 
plurals, negative, and modal verb formation [21]. Moreover, 
there are limited linguistic resources such as datasets, standard 
lexica, and word embeddings for Persian, making this language 
a low-resource language for NLP applications [21], [21].  

Existing studies for sentiment analysis of Persian language 
can be categorized into three main categories: lexicon-based 
[24], [25], ML-based method [26], [27], and deep learning-
based methods [28], [30]. The first category, utilized a 
predefined dictionary of sentiment words and their 
corresponding sentiment polarity or score to compute the 
sentiment of a chunk of text [24]. Machine learning methods, 
on the other hand, need a labeled training dataset to train a 
classifier for labeling unseen texts [26]. Deep models which 
can be considered as a subset of ML methods, usually need 
large training data and achieve higher accuracy compared to 
previous two methods. However, analyzing Persian Instagram 
and Telegram posts only pointed out in [30] where a new 
dataset of Instagram post, Insta-text were introduced. This 
dataset contains 9000 Instagram posts and their corresponding 
sentiment polarity label (i.e., positive, negative, and neutral). 
This study only applied Word2Vec and did not report the 
results of sentiment classification [30].  

A new deep learning model is proposed in the current study 
for sentiment analysis of Persian multimodal Instagram and 
Telegram posts to address the above-mentioned problem. The 
proposed model has an image branch for extracting visual 
features from images in the posts, and a text branch for 
extracting textual features from the posts. For the image 
branch, the VGG16 network which consists of 16 
convolutional layers is used and for the text branch, a bi-
directional long short-term memory (bi-LSTM) is used. The 
main advantage of using the VGG16 is that it can extract 
different features by replacing larger convolution kernels with 
small consecutive 3×3 convolution kernels [30]. On the other 
hand, bi-LSTM has the ability of extracting sequential 
dependencies in both forward and backward direction. To 
make a fusion of the high-level text and image features, the 
outputs of text and image branches are concatenated and 
passed to a fully connected layer for making the final 
classification. 

The current study has the following contribution in 
multimodal SA domain: 

1) A new Persian social media dataset (MPerSocial) with 
sentiment polarities suitable for multimodal sentiment 
analysis is proposed. 

2) A new deep learning model for analyzing sentiment of 
Persian social media posts is proposed. 

3) The first multimodal deep fusion model for sentiment 
analysis of social media posts is presented. 

The paper continues as follows: Section 2 briefly reviews 
related studies in Persian SA and multimodal SA. Section 3 
describes the details of our MPerSocial dataset. In Section 4, 
more details about the structure of the proposed method are 
presented. Experimental results and a brief discussion of them 
is presented in Sections 5. Finally, conclusions and some future 
work directions are presented in Section 6. 

2. LITERATURE REVIEW 

This section is divided into two subsections; in the first 
subsection, we review the most relevant recent studies in 
Persian SA and in the next subsection, we present a brief 
review of recent related multimodal SA studies.  

2-1. Persian sentiment analysis 

In [26], two datasets BG-Data and BC-Data have been used 
which contain the opinions of Persian language users about 
mobile phones. The BG-Data dataset contains short user 
comments about mobile phones, and the BC-Data dataset, 
extracted from a popular Persian-language site for digital 
products, seeks to address the problem of short comments in 
the BG-Data dataset. They then provided a lexicon-based 
framework to address challenges in the Persian language, such 
as misspellings, stemming, and the use of informal language by 
users. Finally, to evaluate the effectiveness of their proposed 
framework, machine learning algorithms were used to analyze 
sentiment in this data. In [7] a lexicon-based sentiment analysis 
method was used and a Persian lexicon was presented. The 
lexicon consists of 1500 words besides their polarity and 
sentiment intensity. The words that make up the dictionary 
were chosen from adjectives, adverbs, verbs, and nouns. In this 
research, to evaluate the proposed lexicon, support vector 
machines (SVM) and naïve Bayes algorithms were used to 
classify texts. SVM algorithm with 69.54% compared to naïve 
Bayes algorithm with 65.02% had better performance in 
classification, based on all features.  

In [31], for the first time, a data set containing Persian-
speaking users’ opinions about Iranian films was introduced. 
Then, multilayer perceptron-based models, automatic encoders, 
and convolutional networks were used to classify the data. 
Auto-encoder multilayer network performed better than 
multilayer perceptron, but convolutional neural network (CNN) 
model performed best at 82.86%. In [32], a hybrid model, 
including convolutional network and LSTM was used to 
classify the sentiment of textual data in two Persian data sets. 
The data sets used were collected from Digikala website and 
Twitter. The reason for using the hybrid method was that the 
convolutional network is suitable for extracting local features 
from the text and the recurrent network is suitable for 
extracting sequential dependencies from the text. Finally, the 
convolutional and recurrent hybrid neural network was 
compared with other models and it was found that this hybrid 
network has a better performance than other models in 
classifying sentiment in two data sets. 

In [34], the authors have analyzed emotions using a data set 
related to an electronic services website. The proposed method 
was based on deep convolutional models and LSTM. Also, 
active learning was used to increase the accuracy of the model. 
The researchers in [35] introduced a Persian data set for the 
analysis of sentiment and then, due to the small number of 
data, they increased the data with augmentation methods. The 
data set was labeled in two modes; binary and three-class. 
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Finally, traditional machine learning and deep learning 
algorithms were used to classify the data. They showed that in 
binary mode, the best performance among different algorithms 
was achieved by the SVM with 91.31% and bi-LSTM using 
embedding layer with 91.98%. In the three-class mode, among 
the algorithms, the SVM with 67.62% and bi-LSTM using 
FastText embedding with 69.33% were the best algorithms. 

In [38], a data set containing Persian tweets and their 
transliteration has been introduced. This data set has three 
classes. In order to use non-Persian data, they first validate the 
word with the help Persian words related to Wikipedia, then 
translated the word using a translator. Then, they embed words 
using the Bert embedding and classify them using a model with 
three bi-LSTM models. Finally, the proposed algorithm was 
compared with two machine learning algorithms, namely naïve 
Bayes and random forest, which according to the results, the 
proposed algorithm has been able to achieve better accuracy. In 
[40], a data set related to Persian users’ opinions about hotels, 
with two labels, positive and negative, has been introduced. 
After collecting the data set, they normalized the data using 
tokenization, normalization, and stemming, then used 
Word2vec to embed the words. In this research, a hybrid 
classification method is used to classify the data. This hybrid 
method includes machine learning algorithms and deep 
learning models. Finally, they concluded that the proposed 
hybrid classification method has performed better than 
traditional machine learning and deep learning methods. 

2-2. Multimodal sentiment analysis 

In [38], the authors introduced two data sets containing user 
tweets and analyzed multimodal sentiment in this data. The 
first data set was labeled by one person, but the second data set 
was labeled by three people. In this study, a convolutional 
network was used for text and image data, and a method called 
Multi-NN was used to merge the two networks. The Multi-NN 
method had two approaches of early and late optimizations. In 
the early approach, the outputs of the text and image layers 
were first merged separately with a fully connected layer, then 
the output of the fully connected text and image layers were 
merged. In the late approach, they first used two fully 
connected layer for text and two similar layers for image data. 
Then, they merged the output of these four fully connected 
layers together. The reported results showed that the late 
method outperformed the early method in binary mode.   

In [39], a multimodal data set related to users’ opinions 
about different restaurants was introduced. In this research, a 
model containing Vgg16 network for image and a Bi-GRU 
network for text was introduced. According to the obtained 
results and the performance of the proposed model compared 
to other models, it was shown that the features extracted from 
the images after combining with textual features have been 
able to increase the performance of the proposed model. In 
[40], a data set belonging to the social network Instagram was 
collected which includes a pair of images and text. Then, they 
used a ResNet network for the image and a recurrent network 
for the text to analyze the sentiment in this multimodal data, 
and finally combined the text and image networks and 
concluded that the combination of these two networks 
improves the performance of the model. 

In [41], a multifunctional approach for analyzing 
multimodal sentiment in two data sets has been introduced. 
Given that the pair of images and texts may not always be 

present in the data, the proposed approach tried to solve this 
problem. This approach consisted of three classifiers, one for 
text analysis, one for image analysis, and one for prediction, 
based on a combination of both methods. Single-state 
classifications help the model to make accurate predictions as 
long as there is no image or text pair. In [42], using a data set 
containing pairs of images and text and typography data, 
multimodal sentiment analysis was performed. The data set 
was related to user tweets in posts related to Indian criminal 
courts. In the proposed method, first the input tweets were 
checked in terms of type, then an appropriate pre-processing 
was performed to separate the text from the image in 
typography by OCR method. Finally, using deep learning, they 
analyzed the sentiment in this data and the proposed method 
showed good performance with 91.32% accuracy. 

In [43], the authors introduced a collection of data related to 
users’ tweets about natural disasters with the category of 
information and humanitarian. In this study, to analyze the 
sentiment in this data, they used VGG16 for image mode and 
convolutional network for text mode. Then, they combined the 
output of these two networks and produced the output by a 
classifier. Finally, the accuracy of the model in information 
data category reached 84.4%, while in the humanitarian data it 
reached to 78.4%.  

An overview of the above-mentioned studies is shown in 
Table I.  In summary, although deep learning has been applied 
to Persian sentiment analysis, previous studies in Persian 
sentiment analysis have not addressed multimodal analysis. 
Moreover, no publicly available dataset exists for multimodal 
sentiment analysis on the Persian language. The current study 
addresses these problems by introducing MPerSocial dataset 
and proposing a multimodal deep learning model for Persian 
sentiment analysis.  

3. MPERINST DATASET 

3-1. Collecting the dataset 

In this research, for the first time, a multimodal data set in 
Persian language is collected and introduced. This data set 
includes public posts (pairs of images and text) of Persian 
language users on Instagram and Telegram social networks, 
and we name it MPerSocial

1
. Fig. 1 shows two examples of 

MPerSocial image and text pairs. MPerSocial consists of 1000 
posts on social networks with emotional subjects, whose data is 
labeled as negative or positive polarity. From 1000 posts, 439 
were labeled as negative and 561 were labeled as positive. 

Part of the MPerSocial data set is collected using the social 
networking API and another part is collected manually. In the 
introduced data set, the images have different dimensions and 
formats, which needs some preprocessing steps addressed in 
the next section. Also, the texts have different lengths in terms 
of words, which are shown in Fig. 2. In order to use the 
introduced data set, it is necessary to solve the problems 
expressed in images and texts, such as different dimensions or 
different formats in images, so that they can be used as input to 
the neural network. As shown in Fig. 2, the length of most of 
the texts in the dataset is in the ranges of up to 10 and 10 to 20 
words, and the average length of the sentences in the whole 
dataset is 14.21. 

                                                           
1
 https://github.com/mebasiri/Multimodal-Persian-SA 
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TABLE I.  AN OVERVIEW OF RELATED STUDIES FOR PERSIAN AND 

MULTIMODAL SA. 

              Domain      

Study 

Persian 

SA 

Multi-

modal SA  
Description  

Basiri et al. [25]   
Two datasets were 
introduced and a lexicon-

based framework 

Basiri et al. [19]   
A lexicon-based method was 
proposed 

Dashtipour et 
al. [32] 

  

A dataset was introduced and 

some deep models were 

tested. 

Bokaee Nezhad 

et al. [33] 
  

A hybrid CNN  LSTM model 

was proposed. 

Ashrafi Asli et 

al. [34] 
  

Deep models aand ctive 

learning was used. 

Sharami  et al. 

[35] 
  

Traditional ML and deep 

moels wee evaluated.  

Sabri et al. [36]   
A data set of Persian tweets 
and their transliteration was 

introduced 

Dashtipour et 

al. [37] 
  

A data set related to Persian 
users’�opinions was 
introduced. 

Xu et al. [38]   
Two data sets containing user 

tweets were introduced. 

Truong  et al. 

[39] 
 

 A model containing Vgg16 

network for image and a Bi-

GRU network for text was 
introduced. 

Kruk et al. [40]  

 A data set was collected from 

Instagram. A ResNet network 

for the image and a recurrent 
network for the text was 

proposed. 

Fortin et al. [41]  

 A multifunctional approach 
for analyzing multimodal 

sentiment in two data sets has 

been introduced 

Kumar  et al. 
[422] 

 

 Tweets in posts related to 

Indian criminal courts were 

analyzed 

Ofli et al. [43]  

 VGG16 for image mode and 
convolutional network for 

text modewere use. 

3-2. Preprocessing 

Due to the fact that the data were collected from sources 
that did not consider the data mining process and did not have a 
proper structure, the data needed to be converted into suitable 
data for injecting into the neural network using appropriate 
preprocessing methods. In this research, considering that each 
sample of the presented data set contains a pair of images and 
text, it is necessary to perform preprocessing operations on 
images and texts separately. 

The images in the data set have different dimensions and 
formats. It is necessary for the data that should be imported to 
the network to have the dimensions and format. Initially, the 
dimensions of the images were changed to 244 by 244 per 
pixel unit, then due to the fact that the images had “PNG” and 
“JPG” formats, to make the format of all images similar, we 
convert them to “JPG”. Finally, the input tensor�for the images 
is made. this is a 4-dimensional tensor and includes the number 
of images, width, height, and number of channels. Due to the 
fact that the images are in RGB format, the input images have 
3 channels. As the collected text data does not have a suitable  

 

 

Image 

 یتزا یکار ی، يلتیدر سودگ
 یا شٌیاوگ ایديست داشته 

کٍ فزد  دی، تداودیداشت دیام یتزا
 . تًد دیخًاَ یشاد

 کٍ یدتاش داشتٍ تاير در للة خًد

 است لزار  یشاوگ شگفت حادثٍ یک

 شًد یم  َمان یدکى تاير یفتدت اتفاق 

 تان یسودگ عاشك یدتاير دار کٍ
 ید.تاش

Persian 

text  

In life, when you had 

something to do to love 

or a motivation to 

hope, know that you 

will be a happy person  

Believe in your heart that 

an amazing event is about 

to happen. Believe that 

what you believe will 

happen, love your life. 

English 

translation 

Fig. 1. Two samples of image-text pair in MPerSocial dataset. 

 

Fig. 2. The distribution of post length in MPerSocial data set. 

structure to use in the neural network, pre-processing 
operations need to be performed on them. Unfortunately, there 
is no suitable and accurate library in Persian for pre-processing 
Persian texts, and existing libraries, such as Hazm, also have 
problems such as the inability to delete stop words. 
Accordingly, in order to remove the stop words and delete 
additional signs and phrases, we separately compiled a list 
including Persian stop words and un-necessary words and 
phrases. In the next step, by applying them to the data set, we 
normalized the data. 

4. PROPOSED MODEL 

The architecture of the proposed deep model is shown in 
Fig. 3. As shown in the figure, the input to the system is an 
image and its corresponding text written by the same user. 
Following this layer, two separate deep neural networks are 
used to extract visual and image features from the inputs. The 
outputs of these layers are then sent to a concatenation module 
for making a feature vector for the final classification. The 
internal structure of the image and text deep networks is shown 
in Fig.4. More details about the deep neural networks and other 
modules will be presented in the following sub-sections. 
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Fig. 3. Overall structure of a the proposed model. 

4-1. Text processing 

A word embedding layer is employed to convert the text 
into a numerical vector. The input’s length and the embedding 
dimension are 20 and 10, respectively. In order to model the 
sequential relation between the words, following the 
embedding layer, a bidirectional LSTM layer containing 10 
cells is used. The bi-LSTM layer considers both forward and 
backward relation in the text using LSTM cells which 
internally are as follows:(Eq. (1) to (5)) 

                                                 (1) 

                                                 (2) 

                                                 (3) 

                                             (4) 

                                           (5) 

where,   ,   ,   ,   , and    are forget, gate input, gate 
output, condition, and output vectors.    and    are sigmoid 

and Tanh activation functions.  

The Bi-LSTM layer consists of two independent LSTMs 
that summarize information in both directions. Finally, the 
output of the Bi-LSTM layer enters a fully connected layer, 
which includes 1000 neuron and a batch normalization layer. 
The fully connected layer neuron uses a ReLU activator. In the 
fully connected layer of the text branch, 1000 neurons are used 
because in the image branch, the output of the final neuron is 
1000, and in the time of merging, it is required for the two 
branches to have same size. 

 

Fig. 4. Overall structure of a the proposed model. 

4-2. Image Processing 

Due to the high performance of VGG16 architecture in 
image classification, in this research, this architecture is used to 
teach the network’s image branch. VGG16, one of the most 
advanced pre-trained deep learning architectures, was first 
introduced in the ImageNet competition. This architecture has 
a number of convolutional layers, behind which there are 
pooling layers that make the layers shrink. Given that this 
architecture is already trained on the ImageNet data set, many 
researchers are re-training it to make changes to their databases 
to take advantage of its capabilities.  

The input to the VGG16 network is a 4-dimensional tensor 
and is first passed from the Conv1 block, which consists of 2 
convolutional layers with 64 filters and a 3×3 kernel size, plus 
a 2×2 maximum pooling layer with stride size 2. This pooling 
layer is used for sampling and reducing the dimension of 
features. Then, the output of the first block enters the second 
block, Conv2, this block also includes two convolutional layers 
with 128 filters and one layer of maximum pooling with the 
specifications similar to that described for the previous block.  
The output of the second block also enters the Conv3 block, 
which consists of three convolutional layers with a 256 filter, 

Resize 

Convert to jpg 

Stop word removal 

Normalization 

VGG16 

Embedding 

BiLSTM 

Fully Connected 

Concatenate 

Classify 

Input Text Input image 

Concatenate 

Image 

Text 

Fully Connected 

 Neg/ Pos 
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which is reduced by one layer of maximum pooling of its 
feature dimensions. Then, there are two Conv4 blocks and 
Conv5, each of which consists of 3 convolutional layers with 
512 filters, a 3×3 kernel, and a maximum pooling layer.  

It is observed that after passing the image of each block, its 
dimensions decrease and its depth increases. All convolutional 
blocks use the ReLU activator, which maps outputs smaller 
than zero to zero and larger than zero to themselves. Then, after 
the convolutional blocks, their output is sent to a flatten layer 
to convert the output of neurons into a 1D vector. Then, the 
output of this layer is connected to the first and second fully 
connected layers, respectively. They contain two layers with 
dimensions 4096 and ReLU activators. In the third fully 
connected layer, there is a 1000-dimensional layer with ReLU 
activator. This is due to the fact that the model uses the weights 
of the ImageNet data set which has 1000 classes. In order to 
teach this model on the data set introduced in this study, 
changes are made in the output neurons after integration. 
Finally, a batch normalization layer is used to increase the 
training speed and model accuracy. 

Finally, the outputs of both the image and text branches are 
entered as input in the concatenate layer to be combined with 
each other to form a common vector. The output of the 
concatenate layer, which is a 2000-neuron layer, is then sent to 
the fully connected layer to produce the final output. The fully 
connected layer includes a batch normalization and two dense 
layers with three dropouts between them. The reason for using 
dropout is to prevent the model from overfitting in training 
time. Also, since the model ultimately needs to produce a 
negative or positive output for each input, in the last part of the 
fully connected layer, a dense layer is used to produce the 
result using a sigmoid function, which produces its output in 
the range 0 or 1. 

5. EXPERIMENTS AND RESULTS 

In order to train the proposed system, Adam optimizer with 
binary cross-entropy loss function and accuracy metric were 
used. Moreover, 20 epochs were used with batch size of 32. In 
order to carry out the experiments we used a machine with two 
Intel(R) Xeon(R) 2.00GHz CPUs with 6MB cache, 13GB 
RAM, and a Tesla K80 GPU with 12GB GDDR5 VRAM. All 
codes were written in Python 3.6 in Google Colab environment 
using Keras library [44]. 

5-1. Comparison with Deep models 

In Fig. 5, the proposed model is compared with the 
following similar deep models as follows: 

1) VGG16-GRU 
This model is very similar to the proposed model except for 

the text branch which here, bi-LSTM is replaced by GRU. In 
the GRU model, as in the previous model, we first enter the 
length of the sentences and then use a word embedding layer to 
create a numerical dense vector, then there is a GRU layer with 
10 cells that its output is connected to a dense layer with 1000 
neurons in the output. The output of this layer is connected to a 
batch normalization layer that is responsible for speeding up 
the network. Finally, using a one neuron layer, the final is 
produced. 

2) 2CNN-bi-LSTM 
This model is similar to the proposed model except for the 

image branch which is replaced by a two-dimensional 

convolutional model. This model consists of two convolutional 
layers followed by a maximum pooling layer at first, then a 
dropout layer with a rate of 0.5, which is responsible for 
preventing overfitting in the network. After these layers, there 
are flatten, dense, and batch normalization layers. Finally, 
using a dense layer with one neuron at the output and a 
Sigmoid activator, the results of sentiment classification in 
images are produced. 

3) 2CNN-GRU  
This model is the combination of the previous two models 

in the following way. The image branch is a two-dimensional 
CNN and the text branch is a GRU layer as described above. 

The results of comparing the accuracy of these models with 
the proposed model in the training and test time are shown in 
Fig. 5. As showed in the figure, the proposed model 
outperforms the three above-mentioned deep models in terms 
of accuracy in the test time. Moreover, the performance of the 
proposed model (Fig. 5 a) and the VGG16-GRU model (Fig. 5 
b) are better than the other two models. This may be the effect 
of using VGG16 model in the proposed model and VGG16-
GRU model for classifying the images. Comparison of the loss 
of the proposed method with the three similar deep models is 
shown in Fig. 6. 

  

(a) (b) 

 
 

(c) (d) 

Fig. 5. Comparison of the accuracy obtained using the proposed method (a) 

with VGG16-GRU (b), 2CNN-bi-LSTM (c) and 2CNN-GRU (d) 

methods on the MPerSocial dataset. 

 

Fig. 6. Comparison of the loss for the proposed method with VGG16-GRU, 

2CNN-bi-LSTM, and 2CNN-GRU methods on the MPerSocial dataset. 

VGG16-GRU

2CNN-bi-LSTM

2CNN-GRU

proposed model

0.44 

0.54 

0.57 

0.31 

LOSS 
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As showed in Fig. 6, the loss of the proposed method is 
lower than the other three methods. This makes the proposed 
method more suitable for multimodal SA of posts in 
comparison with similar models described above. 

5-2. Comparison with ML models 

Four classical machine learning algorithms are used to 
classify sentiment in images, text, and multimodal mode for 
comparison, namely SVM algorithm, random forest, decision 
tree, and naïve Bayes. In the SVM algorithm we tested RBF, 
polynomial, and linear kernels and reported the best results 
obtained which belongs to RBF. For the random forest 
algorithm, we used Gini impurity to measure the quality of a 
split, best policy in the splitter, and 2 as the minimum number 
of samples required to split an internal node. For the random 
forest, we used 100 as the number of trees in the forest, Gini as 
the measure of the quality of a split, and 2 as the minimum 
number of samples required to split an internal node. For the 
naïve Bayes, we used the GaussianNB method with default 
parameters in Keras library. 

In order to show the effect of combining images and texts 
in machine learning algorithms, we use machine learning 
algorithms to classify sentiment separately in images and texts 
and in the combination of these two modes and compare the 
obtained accuracy with that of deep models in Table II. 

As showed in Table II, the best performing ML method is 
random forest with 74% accuracy which is 17% lower than the 
accuracy of the proposed model. This shows the higher ability 
of the proposed model in classifying sentiment in multimodal 
data. Moreover, in almost all cases the accuracy of using both 
image and text is higher than the accuracy of utilizing each 
modality in isolation. This emphasizes the benefit of using 
multimodal data for identifying sentiment of users in social 
media. 

5-3. Discussion  

In order to further analyze the effect of using text and 
image modalities in multimodal sentiment analysis, we 
measured the percent of obtaining the same results by image 
and text modalities using the proposed method. The results 
showed that for 41% of test samples, both modalities predict 
the same sentiment polarity, while for 59% of test samples 
their prediction were not the same. This, along with the results 
reported in Table II. Shows that the combination of text and 
image modalities improves the accuracy of the model. Two 
samples for which the proposed model produced different 
sentiment polarity using the text and image modalities are 
shown in Fig. 7. 

6. CONCLUSION  

The increasing growth of the Internet and online activities 
such as chats, transactions, and e-commerce has led many 
researchers in the field of sentiment analysis to move to the 
analysis of sentiment in these areas. On the other hand, with the 
recent development of social networks and due to their high 
capabilities, many users who want to share their opinions on 
various topics, publish posts that usually have an image and a 
text that complements the user’s opinion about the image. 
sentiment analysis in these multimodal user posts can have 
many applications in various fields, including medical care to 
diagnose stress, anxiety, and depression. Many studies in the 
field of multimodal sentiment analysis using deep neural 

networks have been conducted in English. In this study, for the 
first time, using a deep neural network, we analyzed sentiment 
on the data of Persian-speaking users of social networks. In this 
study, we have used four deep neural network models, namely 
VGG16-bi-LSTM, VGG16-GRU, 2CNN-bi-LSTM, and 
2CNN-GRU. In order to compare the use of different 
dimensions and the effect of the multimodal model, we 
obtained the results of different dimensions separately and 
compared with the multimodal model. Then, after this step, to 
show the superiority of the proposed deep neural network over 
traditional machine learning models, we have compared the 
proposed model with four traditional machine learning models. 
The results showed that the proposed deep multimodal model 
outperforms traditional ML models significantly.  

TABLE II.  COMPARISON OF THE ACCURACY OBTAINED USING THE 

PROPOSED MODEL, FOUR ML ALGORITHMS, AND THREE SIMILAR DEEP 

MODELS. 

              Modality       

 Method 
Text  Image  Multimodal  

Naïve Bayes 53% 61% 61% 

SVM 56% 62% 66% 

Random Forest 70% 70% 74% 

Decision Tree 58% 62% 64% 

VGG16-GRU 69% 83% 85% 

2CNN-bi-LSTM 71% 71% 76% 

2CNN-GRU 69% 71% 74% 

Proposed model 71% 83% 91% 

 

  

Image 

Positive Negative 
Predicted 

Polarity by 

image 

modality 

کسی کٍ تديوٍ شما واراحتید ي 
تذارٌ تا اين حال ريسَاتًن  ري 
سپزی کىید  َیچ کستًن حساب 

 ...شٍیوم

ست   یحًصلٍ اتز  یسیثا؛ ًَا
!!!...  Persian text  

Someone who knows 

you are upset and lets 

you spend your time in 

that way has nothing to 

do with you ... 

beautiful; The weather 

of the mood is 

cloudy... !!! 
English 

translation 

Negative Positive 

Predicted 

Polarity by 

text 

modality 

Fig. 7. Two image-text pairs for which the image and text networks predict 

different polarity. 
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Also, for the first time, a collection of data related to the 
opinions of Persian-speaking users on two social networks, 
Instagram and Telegram was introduced. Each instance of this 
dataset contains a pair of related images and text. The data in 
this dataset has positive or negative polarity labels. Due to the 
limitations of using APIs, we collected the data manually as 
well as using the API. On the other hand, due to the nature of 
the data, the provided labels are limited to the sentiment 
polarity of the data, which could be improved to more fine-
grained sentiment in the future. One of the most important 
needs of deep neural networks is large data sets. In neural 
networks, the larger the data set, the better the performance of 
the network. Hence, developing such large multimodal data 
sets may be considered as a future work. Also, to improve the 
quality of sentiment analysis in the text, one can use pre-
training embeddings such as word2vec and FastText. 
Furthermore, there is other data such as video and audio. 
Sometimes, users share posts that contain a pair of video and 
text or a pair of audio and text, which can be considered for 
future work. This adds more dimensions for analyzing 
sentiment. 
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