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Understanding the dynamics of productivity shocks is instrumental if we are to identify 
the sources of economic growth. This paper, investigates dynamic effects of positives 
productivity shocks to agricultural subsectors during the period from 1991-2015, by 
disaggregating agricultural sector in Iran into four key subsectors (crops, livestock, 
fishing and forestry) through an estimated DSGE model. Our Bayesian estimation results 
suggest that positive productivity shocks lead to an increase in output, consumption, 
capital, employment and real wages and a fall in marginal costs and price indexes in all 
four subsectors. Comparing the results across the subsectors shows that following the 
shocks, generally, crops and livestock have the strongest reactions and forestry has the 
weakest ones. Additionally, among the variables, output indicates the highest responses 
to the shocks. Variance decomposition analysis reveals that agricultural fluctuations are 
mainly explained by productivity, monetary, preference and government spending 
shocks. 

Keywords: Agricultural Subsectors, Bayesian Estimation, DSGE Model, Productivity 
Shocks 
JEL Classification: C69, N5  

1 Introduction 
Understanding the dynamics of productivity shocks is instrumental if we are 
to identify the sources of economic growth and draw the right policy 
conclusions for the future. Ignorance of the consequences of a productivity 
shock will cause policy makers to unknowingly respond to a flawed measure 
of economic changes. Results from the empirical studies provide strong 
evidence indicating that agriculture is an engine of economic growth 
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especially in developing countries ((Irz & Tiffin 2006)). Agricultural sector 
plays a fundamental role in the development of Iran’s economy by providing 
85% of the food needed by the population and 90% of the raw materials 
needed by the industries. In 2014, agriculture contributed 13.9% to the 
country’s GDP, 22% to employment and 25% to non-oil exports. Agriculture 
is a source of income to a large proportion of the rural households, and creates 
a market for agricultural products industry. Recently, due to the international 
sanctions against Iran's economy, a lot of attention has been paid to the 
domestic economic capacities and, in particular, to agricultural sector.  

Iran’s agricultural sector is intensely suffering from limitations of the 
factors of production as well as high potential risks and bottlenecks, 
suggesting the necessity of agricultural productivity improvement. 
Considering severe lack of essential resources and investment to promote 
agricultural productivity, the dynamic effects of the productivity shocks 
allows distributing scarce resources more optimally and making better policy 
decisions in agricultural sector. The aim of this paper is to investigate the 
responses of agricultural subsectors to a rise in the productivity of each 
subsector. To do so, we estimate, by using the Bayesian approach, a Dynamic 
Stochastic General Equilibrium (DSGE) model for Iran's economy 
emphasizing on agricultural subsectors. Dividing agricultural sector into 
subsectors contributes to getting more details of agricultural variables under 
different conditions. In addition, to formulate right strategies for achieving 
sustained production and rapid growth in agricultural sector, relevant 
information is absolutely necessary. This study also contributes to the 
literature by developing DSGE models. To the best of our knowledge this is 
the first paper which disaggregates agricultural sector into subsectors through 
an estimated DSGE model.  

In this paper, based on the national accounts of Iran, agricultural sector is 
disaggregated into four key subsectors namely; crops, livestock, fishing and 
forestry. Among the agricultural subsectors, the crops dominates in terms of 
its contribution to agricultural sector. This subsector contributed 61.8% value 
added, 53% employment and 51.4% capital to the agricultural sector in the 
year 2014-15. The second largest is the livestock accounting for 30.11% value 
added, 32.6% employment and 21.4% capital of the sector. Forestry and 
fishing, compared to the other two, have a smaller contribution to Iran's 
agricultural sector. Reviewing the literature on the determinants of 
productivity growth in agricultural sector, reveals that researchers focus on 
different factors. For instance, Easterly & Serven (2002), Schiffbauer (2009) 
and Sibert (2007) stress on capital to labor ratio. Suphannachart (2010), 
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Mullen (2007) and Thorat et al., (2006) stress on R&D expenditures. Sharma 
et al., (2006) and Singh & Singh (1972) emphasize on mechanization. 
Yanikkaya (2003) and Ahmed & Emmanuel (2000) show that the degree of 
trade openness matters.  

According to Olagunju (2000), Xi & Zi-nai, (2007) and Carter & Olinto 
(2003), access to credit is the most important factor in productivity growth. 
The literature also implies there is, almost, a consensus about the effects of 
technology shock on macroeconomic variables with the exception of the 
employment. For example, Basu et al., (2006) find that total hours worked fall 
after a positive TFP (Total Factor Productivity) shock. 

By contrast, Chang & Hong (2006) find that total hours worked rise after 
a positive TFP shock. Gali (1999), Francis & Ramey (2005) and Gali & 
Rabanal (2004) argue that due to the presence of nominal price rigidities, habit 
formation and investment adjustment costs, positive productivity shocks lead 
to an immediate fall in hours worked. In contrast, using alternative VAR 
specifications and identification strategies, Christiano et al., (2004), Dedola & 
Neri (2004) and Peersman & Straub (2005) argue that the empirical evidence 
on the effect of a productivity shock on hours worked is not very robust and 
could be consistent with a positive impact on hours worked. The remainder of 
this article is organized as follows: Section 2 provides the overview of our 
DSGE model structure. The calibration and estimation of parameters are 
discussed in Section 3. The quantitative results are then presented in Section 
4. Section 5 concludes the paper. 

2 The Model 
Recently, the DSGE model has continued to grow into the most influential 
tool for analyzing and evaluating macroeconomic policy. The baseline model, 
in this study, is a small-open economy DSGE model, with price rigidities, 
capital accumulation, investment adjustment cost, and habit formation, 
emphasizing on agricultural subsectors. 

2.1 Households  
There is a continuum of households in the economy indexed by i supplying 
differentiated labor 𝑙௜.௧, consuming 𝑐௜.௧ of the final output good and 
accumulating capital 𝑘௜.௧. They maximize their utility function, which is given 
by: 
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𝑈ሺ0ሻ ൌ 𝐸଴ ∑ 𝛽௧ஶ
௧ୀ଴ 𝜉௧

௕ ቊ
ሺ௖೔೟ష௛௖೟షభሻభష഑೎

ଵିఙ೎
െ

௟೔೟
భష഑೗

ଵିఙ೗
ቋ   

Where, 0 < 𝛽 < 1 is the subjective intertemporal discount factor, 𝑐௧ is 
aggregate consumption and h is the parameter that controls habit persistence. 
𝜉௧

௕ ൌ 𝜌௕𝜉௧ିଵ
௕ ൅ 𝜀௕.௧ denotes a preference shock affecting the intertemporal 

substitution elasticity. The elasticity of intertemporal substitution in 
consumption and the invers of Fritch labor supply elasticity are denoted by 𝜎௖ 
and 𝜎௟ respectively. The budget constraint of household i is: 

c୧୲ ൅ I୧୲ ൌ w୧୲l୧୲ ൅ ൫r୲z୧୲ െ Ψሺz୧୲ሻ൯K୧୲ିଵ ൅ D୧୲ (1) 

Here w௜.௧ is the real wage for household i, 𝑟௧ is the real rental rate 
households obtain from renting out capital to firms. Ψሺ𝑧௜.௧ሻ is a function 
capturing the resource cost of capital utilization when the utilization rate is 𝑧௜.௧ 
and Iit denotes the investment. 𝐷௜.௧ are dividends to household i from the 
intermediate good firms. Households choose the capital stock. The utilization 
rate and investment subject to the following capital accumulation equation: 

K୧୲ ൌ ሺ1 െ δሻK୧୲ିଵ ൅ ሾ1 െ S ቀξ୲
୧ ୍౟౪

୍౟౪షభ
ቁሿI୧୲ (2) 

Here, 𝛿 is the depreciation rate of capital, 𝑆ሺ0ሻ is the investment 
adjustment cost function as in Smets and Wouters (2003) and Chrstiano et al. 
(2005). In the steady state 𝑆ሺ0ሻ equals zero. 𝜉௧

௜ ൌ 𝜌௜𝜉௧ିଵ
௜ ൅ 𝜀௜.௧ is a shock to 

the investment adjustment cost function. 

2.1.1 Household Consumption Decisions 
The aggregate consumption bundle, 𝑐௧, for the ith household is a composite of 
non-agricultural and agricultural consumption goods. Its consumption is given 
by the constant elasticity of substitution (CES) aggregator: 

c୧୲ ൌ ሾሺαୡሻଵ னౙ⁄ ሺc୧୲
୬ୟሻ

ሺனౙିଵሻ
னౙ

ൗ ൅ ሺ1 െ αୡሻଵ னౙ⁄ ሺc୧୲
ୟ୥ሻ

ሺனౙିଵሻ
னౙ

ൗ ሿ
ಡౙ

ಡౙషభ (3) 

Where, ct
na is non-agricultural goods and ct

ag
 is agricultural goods. 𝛼௖ is the 

proportion of non-agricultural goods in consumption and 𝜔௖ is the elasticity 
of intertemporal substitution between agricultural and non-agricultural goods. 
The expenditure minimization yields the following demand functions for these 
goods: 



How Do Agricultural Subsectors Respond to Productivity Shocks? Evidence ... 309 

c୧୲
୬ୟ ൌ αୡሺ

୔౪
౤౗

୔౪
ሻିனౙ𝑐୧୲ (4) 

c୧୲
ୟ୥ ൌ ሺ1 െ αୡሻሺ

୔౪
౗ౝ

୔౪
ሻିனౙ𝑐୧୲ (5) 

The overall consumer price index is given as: 

P୲ ൌ ሾαୡሺP୲
୬ୟሻଵିனౙ ൅ ሺ1 െ αୡሻሺP୲

ୟ୥ሻଵିனౙሿ
భ

భషಡౙ (6) 

The consumption of agricultural goods is determined by a CES index 

composed of domestically produced (home) goods ct
dag

, and imported 
agricultural goods, c୲

୫ୟ୥, as follows: 

c୧୲
ୟ୥ ൌ ሾሺαୟ୥ሻଵ ன౗ౝ⁄ ሺc୧୲

ୢୟ୥ሻ
ሺன౗ౝିଵሻ

ன౗ౝ
൘

൅ ሺ1 െ αୟ୥ሻଵ ன౗ౝ⁄ ሺc୧୲
୫ୟ୥ሻ

ሺன౗ౝିଵሻ
ன౗ౝ

൘
ሿ

ಡ౗ౝ
ಡ౗ౝషభ (7) 

Where, 𝜔ag is the elasticity of intertemporal substitution between home 

and imported agricultural goods and αag is the proportion of home agricultural 
goods in the agricultural goods. The agricultural price index is given as: 

P୲
ୟ୥ ൌ ሾαୟ୥ሺP୲

ୢୟ୥ሻଵିன౗ౝ ൅ ሺ1 െ αୟ୥ሻሺP୲
୫ୟ୥ሻଵିன౗ౝሿ

భ
భషಡ౗ౝ (8) 

Where, Pt
dag

 is the price index of home agricultural goods and Pt
mag

 is the 
price index of imported agricultural goods. The consumption of home 
agricultural goods is determined by a CES index composed of agricultural 
subsectors' goods including: crops, c୲

ୡ୰, livestock, ct
li, forestry, ct

fo, and fishing 
, ct

fi, goods as follows: 

c୧୲
ୢୟ୥ ൌ ሾሺαୡ୰ሻଵ னౚ౗ౝ⁄ ሺc୧୲

ୡ୰ሻ
ሺனౚ౗ౝିଵሻ

னౚ౗ౝ
൘

൅ ሺα୪୧ሻ
ଵ னౚ౗ౝ⁄ ሺc୧୲

୪୧ሻ
ሺனౚ౗ౝିଵሻ

னౚ౗ౝ
൘

൅

ሺα୤୭ሻଵ னౚ౗ౝ⁄ ሺc୧୲
୤୭ሻ

ሺனౚ౗ౝିଵሻ
னౚ౗ౝ

൘
൅ ሺ1 െ αୡ୰ െ α୪୧ െ

α୤୭ሻଵ னౚ౗ౝ⁄ c୧୲
୤୧

ሺனౚ౗ౝିଵሻ
னౚ౗ౝ

൘
ሿ

ಡౚ౗ౝ
ಡౚ౗ౝషభ (9) 

Where, 𝜔dag is the elasticity of intertemporal substitution between 

subsectors' goods. αcr, αli and α𝑓𝑜 respectively, measure the proportions of 
crops, livestock and forestry goods in home agricultural goods. The price 
index of home agricultural goods is expressed as: 



310 Money and Economy, Vol. 11, No. 3, Summer 2016 

P୲
ୢୟ୥ ൌ ሾαୡ୰ሺP୲

ୡ୰ሻଵିனౚ౗ౝ ൅ α୪୧ሺP୲
୪୧ሻଵିனౚ౗ౝ ൅ α୤୭ሺP୲

୤୭ሻଵିனౚ౗ౝ ൅ ሺ1 െ αୡ୰ െ

α୪୧ െ α୤୭ሻሺP୲
୤୧ሻଵିனౚ౗ౝሿ

భ
భషಡౚ౗ౝ (10) 

Where, P୲
ୡ୰, Pt

li, Pt
fo and Pt

fi are the price indexes for crops, livestock, 
forestry and fishing respectively. 

2.1.2 Household Labor Supply Decisions 
In this model, a fraction Λl of households provide labor to non-agricultural 
sector and the rest of them, ሺ1 െ Λ୪ሻ, provide labor to agricultural sector. The 
aggregate labor is given by the following CES aggregator of non-agricultural 
labor, l୲

୬ୟ, and agricultural labor, l୲
ୟ୥: 

l௜௧ ൌ ሾሺΛ୪ሻିனౢሺl୧୲
୬ୟሻሺଵାனౢሻ ൅ ሺ1 െ Λ୪ሻିனౢሺl୧୲

ୟ୥ሻሺଵାனౢሻሿ
భ

భశಡౢ (11) 

Where, ωl is the elasticity of intertemporal substitution between 
agricultural and non-agricultural labor. The household optimization problem 
based on wage earnings, yields the following supply function for the non-
agricultural and agricultural labor: 

l୧୲
୬ୟ ൌ ሺΛ୪ሻሺ

୵౪
౤౗

୵౪
ሻ

భ
ಡౢl୧୲ (12) 

l୧୲
ୟ୥ ൌ ሺ1 െ Λ୪ሻሺ

୵౪
౗ౝ

୵౪
ሻ

భ
ಡౢl୧୲ (13) 

Where wt
na and wt

ag are real wages in non-agricultural and agricultural 
sectors. 𝑤௧ is the aggregate wage index which is defined as:   

w୲ ൌ ሾΛ୪ሺw୲
୬ୟሻ

ಡౢ
భశಡౢ ൅ ሺ1 െ Λ୪ሻሺw୲

ୟ୥ሻ
ಡౢ

భశಡౢሿ
భశಡౢ

ಡౢ  (14)  

We also assume that agricultural labor can be supplied to its subsectors to 
a CES aggregator: 

l୧୲
ୟ୥ ൌ ሾሺΛୡ୰ሻିனౢ౗ౝሺl୧୲

ୡ୰ሻଵାனౢ౗ౝ ൅ ሺΛ୪୧ሻ
ିனౢ౗ౝሺl୧୲

୪୧ ሻଵାனౢ౗ౝ ൅

ሺΛ୤୭ሻିனౢ౗ౝሺl୧୲
୤୭ሻଵାனౢ౗ౝ ൅ ሺ1 െ Λୡ୰ െ Λ୪୧ െ Λ୤୭ሻିனౢ౗ౝሺl୧୲

୤୧ሻଵାனౢ౗ౝሿ
భ

భశಡౢ౗ౝ (15) 

Where, ω୪ୟ୥ denotes the elasticity of intertemporal substitution between 
subsectors' labor. Λୡ୰, Λ୪୧, and Λ୤୭ are the fractions of labor supply in the 
crops, livestock and fishing respectively. w୲

ୟ୥ is defined as: 
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w୲
ୟ୥ ൌ ሾΛୡ୰ሺw୲

ୡ୰ሻ
ಡౢ౗ౝ

భశಡౢ౗ౝ ൅ Λ୪୧ሺw୲
୪୧ሻ

ಡౢ౗ౝ
భశಡౢ౗ౝ ൅ Λ୤୭ሺw୲

୤୭ሻ
ಡౢ౗ౝ

భశಡౢ౗ౝ ൅ ሺ1 െ Λୡ୰ െ

Λ୪୧ െ Λ୤୭ሻሺw୲
୤୧ሻ

ಡౢ౗ౝ
భశಡౢ౗ౝሿ

భశಡౢ౗ౝ
ಡౢ౗ౝ  (16) 

Where, wt
cr, w୲

୪୧, w୲
୤୭ and wt

fi are real wages in crops, livestock, forestry 
and fishing respectively. 

2.1.3 Household Capital Supply Decisions 
It is assumed that the aggregate capital can be either supply to non-

agricultural or agricultural sector according to the following CES aggregator: 

k୧୲ ൌ ሾχ୩
ଵିனౡሺk୧୲

୬ୟሻனౡ ൅ ሺ1 െ χ୩ሻଵିனౡሺk୧୲
ୟ୥ሻனౡሿ

భ
ಡౡ (17) 

Where, ω୩ is the elasticity of intertemporal substitution between non-
agricultural and agricultural capital and χk is the fraction of capital supply in 
non-agricultural sector. The household optimization problem based on capital 
returns, yields the following supply functions for the non-agricultural and 
agricultural capital: 

k୧୲
୬ୟ ൌ χ୩ሺ

୰౪
౤౗

୰౪
ሻ

భ
ಡౡషభk୧୲ (18) 

k୧୲
ୟ୥ ൌ ሺ1 െ χ୩ሻሺ

୰౪
౗ౝ

୰౪
ሻ

భ
ಡౡషభk୧୲ (19) 

Where, rt
na and rt

ag
 are real rental rates of the capital in non-agricultural 

and agricultural sectors  respectively. 𝑟௧ is the aggregate rental rate of capital 
which is defined as: 

r୲ ൌ ሾχ୩ሺr୲
୬ୟሻ

ಡౡషభ
ಡౡ ൅ ሺ1 െ χ୩ሻሺr୲

ୟ୥ሻ
ಡౡషభ

ಡౡ ሿ
ಡౡ

ಡౡషభ (20) 

The agricultural capital is accumulated, using a CES technology that 
combines subsectors' capital as follows: 

k୧୲
ୟ୥ ൌ ሾሺχୡ୰ሻଵିனౡ౗ౝሺk୧୲

ୡ୰ሻனౡ౗ౝ ൅ ሺχ୪୧ሻ
ଵିனౡ౗ౝሺk୧୲

୪୧ ሻனౡ౗ౝ ൅

ሺχ୤୭ሻଵିனౡ౗ౝሺk୧୲
୤୭ሻனౡ౗ౝ ൅ ሺ1 െ χୡ୰ െ χ୪୧ െ χ୤୭ሻଵିனౡ౗ౝሺk୧୲

୤୧ሻனౡ౗ౝሿ
భ

ಡౡ౗ౝ (21) 

Where, ω୩ୟ୥ is the elasticity of intertemporal substitution between 
subsectors' capital. χୡ୰, χ୪୧ and χ୤୭ are the fractions of capital supply in the 
crops, livestock and forestry respectively. r୲

ୟ୥ is defined as:  
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r୲
ୟ୥ ൌ ሾχୡ୰ሺr୲

ୡ୰ሻ
ಡౡ౗ౝషభ

ಡౡ౗ౝ ൅ χ୪୧൫r୲
୪୧൯

ಡౡ౗ౝషభ

ಡౡ౗ౝ ൅ χ୤୭ሺr୲
୤୭ሻ

ಡౡ౗ౝషభ

ಡౡ౗ౝ ൅ ሺ1 െ χୡ୰ െ χ୪୧ െ

χ୤୭ሻሺr୲
୤୧ሻ

ಡౡ౗ౝషభ

ಡౡ౗ౝ ሿ
ಡౡ౗ౝ

ಡౡ౗ౝషభ (22) 

Where, r୲
ୡ୰, r୲

୪୧, r୲
୤୭ and rt

fi are real rental rates of the capital in crops, 
livestock, forestry and fishing respectively. 

2.2 Production 

2.2.1 Non-agricultural firms 
The final non-agricultural good is a continuum of differentiated goods, each 
supplied by a different firm indexed by j, using the following CES aggregation 
technology:  

𝑦௧
௡௔ ൌ ሺ׬ ሺ𝑦௝௧

௡௔ሻ
భ

భశം೟
೛

𝑑𝑗
ଵ

଴ ሻଵାఊ೟
೛
 (23) 

Where, 𝛾௧
௣ is a stochastic processes that determines the time varying 

markup in the non-agricultural good market and is given by: 𝛾௧
௣ ൌ 𝜌௣𝛾௧ିଵ

௣ ൅
𝜀௣.௧. The demand for the differentiated product of the jth firm, 𝑦௝௧

௡௔, follows: 

𝑦௝௧
௡௔ ൌ ሺ

௉ೕ೟
೙ೌ

௉೟
೙ೌሻ

ି
భశം೟

೛

ം೟
೛

 𝑦௧
௡௔ (24) 

Where, 𝑃௝.௧
௡௔ is the price of the intermediate good j and 𝑃௧

௡௔ is non-
agricultural price index which can be written as: 

𝑃௧
௡௔ ൌ ሺ׬ ሺ𝑃௝௧

௡௔ሻ
ି

భ

ം೟
೛

𝑑𝑗
ଵ

଴ ሻିఊ೟
೛
 (25) 

Firms producing intermediate goods operate in a monopolistically 
competitive market. They hire labor and capital from households, paying the 
salary 𝑤௧

௡௔, and capital rental rate 𝑟௧
௡௔. The output of an intermediate good 

producer is given by the following production technology: 

𝑦௝௧
௡௔ ൌ 𝐴௧

௡௔ሺ𝑘௝௧
௡௔ሻఈ೙ೌሺ𝑙௝௧

௡௔ሻଵିఈ೙ೌ (26) 

Where, 𝛼௡௔ is the share of capital in production, 𝑘௝.௧
௡௔ is rented capital, 𝑙௝.௧

௡௔ 
is hired labor by intermediate firm j. Following Christiano et al., (2004), 𝐴௧

௡௔, 
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is a technology shock common for all firms that exhibits the following 
process: 

𝐴௧
௡௔ ൌ ሺ1 െ 𝜌௡௔ሻ ൅ 𝜌௡௔𝐴௧ିଵ

௡௔ ൅ 𝜌௢௡𝜀௢௜௟.௧ ൅ 𝜀௡௔.௧ (27) 

Here, 𝜀௢௜௟.௧ is an oil revenue shock and 𝜌௢௡ measures the effect of oil 
revenue shock on the non-agricultural technology level. The first order 
conditions with respect to capital and labor are: 

𝑤௧
௡௔ ൌ ሺ1 െ 𝛼௡௔ሻ𝜁௧𝐴௧

௡௔ሺ𝑘௝௧
௡௔ሻఈ೙ೌሺ𝑙௝௧

௡௔ሻିఈ೙ೌ (28) 
𝑟௧

௡௔ ൌ 𝛼௡௔𝜁௧𝐴௧
௡௔ሺ𝑘௝௧

௡௔ሻఈ೙ೌିଵሺ𝑙௝௧
௡௔ሻଵିఈ೙ೌ (29) 

Where, the Lagrange multiplier 𝜁௧, represent the real marginal cost. An 
expression for the real marginal cost obtains: 

𝑚𝑐௧
௡௔ ൌ ሺ

ଵ

ଵିఈ೙ೌ
ሻଵିఈ೙ೌሺ

ଵ

ఈ೙ೌ
ሻఈ೙ೌ

ሺ௪೟
೙ೌሻభషഀ೙ೌሺ௥೟

೙ೌሻഀ೙ೌ

஺೟
೙ೌ  (30) 

Intermediate goods producers also face another type of problem. During 
each period a (1-𝜑௡௔ሻ fraction of them, randomly chosen, is able to re-
optimize its price (see Calvo, 1983). For those that cannot re-optimize, the 
price will be updated to past inflation as follows: 

𝑃௧ା௦
௡௔ ൌ ሺ𝜋௧𝜋௧ାଵ … 𝜋௧ା௦ିଵሻఛ೙ೌ𝑃௧

௡௔∗ (31) 

Where π୲
୬ୟ ൌ

୔౪
౤౗

୔౪షభ
౤౗  is the gross rate of non-agricultural inflation, 𝜏௡௔ is the 

parameter governing the degree of price indexation and 𝑃௧
௡௔∗ is optimal price. 

The first order condition of maximization of discounted future profits, subject 
to the intermediate good demand functions by the final good producers, 
written in terms of the optimal price, 𝑝௧

௡௔∗, is as following: 

𝐸௧ ∑ ሺ𝛽𝜑௡௔ሻ௞ ఒ೟శೖ

ఊ೟శೖ
೛ ሾ∏ ሺగ೟శೞషభ

೙ೌ ሻഓ೙ೌ

గ೟శೞషభ
೙ೌ

௞
௦ୀଵ ሿ

ି
భ

ം೟శೖ
೛ஶ

଴
௉೟

೙ೌ∗

௉೙ೌ.೟
𝑦௧ା௞

௡௔ ൌ

𝐸௧ ∑ ሺ𝛽𝜑௡௔ሻ௞𝜆௧ା௞
ଵାఊ೟శೖ

೛

ఊ೟శೖ
೛ ሾ∏ ሺగ೟శೞషభ

೙ೌ ሻഓ೙ೌ

గ೟శೞషభ
೙ೌ

௞
௦ୀଵ ሿ

ି
భశം೟శೖ

೛

ം೟శೖ
೛ஶ

଴ 𝑚𝑐௧ା௞
௡௔ 𝑦௧ା௞

௡௔  (32) 

The aggregate price index can be expressed as: 
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 ሺ𝑃௧ା௞
௡௔ ሻ

ି
భ

ം೟
೛

ൌ 𝜑௡௔ሾሺ𝜋௧ା௦ିଵ
௡௔ ሻఛ೙ೌ𝑝௧ିଵ

௡௔ ሿ
ି

భ

ം೟
೛

൅ ሺ1 െ 𝜑௡௔ሻሺ𝑃௧
௡௔∗ሻ

ି
భ

ം೟
೛
 (33) 

After some manipulating, an equation describing dynamics of the non-
agricultural sector inflation rate that is known as Hybrid New Keynesian 
Philips Curve (HNKPC) is obtained (see Smets and Wouters (2005)): 

𝜋௧
௡௔ ൌ

ఉ

ଵାఉఛ೙ೌ
𝐸௧𝜋௧ାଵ

௡௔ ൅
ఛ೙ೌ

ଵାఉఛ೙ೌ
𝜋௧ିଵ

௡௔ ൅
ଵ

ଵାఉఛ೙ೌ

ሺଵିఉఝ೙ೌሻሺଵିఝ೙ೌሻ

ఝ೙ೌ
𝑚𝑐௧

௡௔ ൅

𝛾௧
௣ (34) 

2.2.2 Agricultural Firms  
Agricultural market is a perfect competition because the market structure 
characterized by a large number of firms, the agriculture product is said to be 
standardized or homogenous, and there are freedom of entry and exit from the 
market. This type of market is feasible in the long run and no firm will 
dominate the market and evict other firm. Furthermore, each firm's products 
supplied to the markets are prefect substitutes for the product of others firms, 
so the demand for each firm's product is perfectly elastic. Therefore, the firms 
in the perfect competition have no power to set the price and they have to sell 
the product at the going market price (Geoff Riley, 2006). Accordingly, we 
can present each subsector by a single firm because firms are too small to 
influence the behavior of other firms, and they are symmetric in equilibrium. 
Furthermore, there is no need to introduce any pricing persistence in each 
sector. Competitive agricultural firm’s production function for each subsector 
is given as: 

𝑦௧
௝ ൌ 𝐴௧

௝ሺ𝑘௧
௝ሻఈೕሺl୲

୨ ሻଵିఈೕ     for j ൌ  crops, livestock, forestry and fishing  

Where, 𝛼௝ is the share of capital in production, 𝑘௧
௝ is rented capital and 𝑙௧

௝ 

is hired labor by intermediate good firms in each subsector. 𝐴௧
௝ denotes a 

stationary technology shock that for each subsector j exhibits the following 
processes: 

𝐴௧
௖௥ ൌ ሺ1 െ 𝜌௖௥ሻ ൅ 𝜌௖௥𝐴௧ିଵ

௖௥ ൅ 𝜌௢௔𝜀௢௜௟,௧ ൅ 𝜀௖௥௧ (35) 
𝐴௧

௟௜ ൌ ሺ1 െ 𝜌௟௜ሻ ൅ 𝜌௟௜𝐴௧ିଵ
௟௜ ൅ 𝜌௢௔𝜀௢௜௟,௧ ൅ 𝜀௟௜௧ (36) 

𝐴௧
௙௜ ൌ ൫1 െ 𝜌௙௜൯ ൅ 𝜌௙௜𝐴௧ିଵ

௙௜ ൅ 𝜌௢௔𝜀௢௜௟,௧ ൅ 𝜀௙௜௧ (37) 

𝐴௧
௙௢ ൌ ൫1 െ 𝜌௙௢൯ ൅ 𝜌௙௢𝐴௧ିଵ

௙௢ ൅ 𝜌௢௔𝜀௢௜௟,௧ ൅ 𝜀௙௢௧ (38) 

These shocks, as is commonly in DSGE models, are interpreted as 
productivity shocks. The intermediate good firms maximize the expected 
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present value of their profits that leads to the following first order conditions 
with respect to input factors and final price. 

α୨τ௧
௝ ୷౪

ౠ

୩౪
ౠ ൌ r୲

୨ (39) 

ሺ1 െ α୨ሻτ௧
௝ ୷౪

ౠ

௟౪
ౠ ൌ w୲

୨ (40) 

P୲
୨ ൌ τ௧

௝ (41) 

Where τ௧
௝ is the real marginal cost corresponding to each subsector. 

Equation (41) implies the usual profit-maximizing condition under perfect 
competition. 

2.3 Foreign Sector 

2.3.1 Optimal Pricing Decision in Import 
In importing sector, the firms buy a homogenous good in the world market, 
and use a branding technology to transform it into differentiated goods, which 
are then sold to local household’s subject to price stickiness in the local 
currency. There is a continuum of monopolistic domestic importers purchase 
the foreign good at the consumer price index of the world P୲

∗, that for a small 
open economy (like Iran), 𝑃௧

∗ is taken as given. The final imported 
consumption good is a composite of j ϵ (0,1) differentiated imported goods 
supplied by different firms, which is described by the CES aggregator: 

𝑐௧
௠ ൌ ሺ׬ ሺ𝑐௝௧

௠ሻ
భ

భశം೟
೘𝑑𝑗

ଵ
଴ ሻଵାఊ೟

೘
 (42) 

Where, 𝛾௧
௠ ൌ 𝜌௜௠𝛾௧ିଵ

௠ ൅ 𝜀௜௠.௧ is markup in importing sector. Similar to 
obtaining the equation describing dynamics of the non-agricultural inflation 
rate, a Philips Curve for importing goods firm is obtained (see Adolfson 
(2007) and Monacelli (2005)): 

𝜋௧
௠ ൌ

ఉ

ଵାఉఛ೘
𝐸௧𝜋௧ାଵ

௠ ൅
ఛ೘

ଵାఉఛ೘
𝜋௧ିଵ

௠ ൅
ଵ

ଵାఉఛ೘

ሺଵିఉఝ೘ሻሺଵିఝ೘ሻ

ఝ೘
𝑚𝑐௧

௠ ൅ 𝛾௧
௠ (43) 

Where, 𝑚𝑐௧ା௞
௠ ൌ

௘௫೟శೖሺଵା௧௥௙೟
೘ሻ௉೟

∗

௉೟
೘ , 𝑒𝑥௧ is nominal exchange rate, 𝑃௧

௠ is 

import price index and 𝑡𝑟𝑓௧ ൌ 𝜌௧௥௙𝑡𝑟𝑓௧ିଵ ൅ 𝜀௧௥௙.௧  is tariff rate. 
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2.3.2 Optimal Pricing Decision in Export 
There is a continuum j ϵ (0, 1) of exporting firms that buy a homogeneous 
good in domestic market and transforms it into a differentiated good to be sold 
on foreign market. The marginal cost of an exporting firm is the price paid for 
domestic good. Each exporting firm faces the following demand function for 
its product in each time period: 

𝑋௝௧ ൌ ሺ
௉ೕ೟

ೣ

௉೟
ೣሻ

భశം೟
ೣ

ം೟
ೣ 𝑋௧ (44) 

Where  𝑃௧
௫ is export price index and 𝛾௧

௫ ൌ 𝜌௫𝛾௧ିଵ
௫ ൅ 𝜀௫௧ is markup. Briefly, 

the following export price dynamics (a Philips Curve for exporting goods 
firm) is obtained: 

𝜋௧
௫ ൌ

ఉ

ଵାఉఛೣ
𝐸௧𝜋௧ାଵ

௫ ൅
ఛೣ

ଵାఉఛೣ
𝜋௧ିଵ

௫ ൅
ଵ

ଵାఉఛೣ

ሺଵିఉఝೣሻሺଵିఝೣሻ

ఝೣ
𝑚𝑐௧

௫ ൅ 𝛾௧
௫ (45) 

2.4 The Government and Central Bank 
Due to lack of independence of the Central Bank and financial control of the 
government in Iran, the government and Central Bank could be considered in 
one framework. In the study we assume the government is trying to balance 
its expenditures through tax earnings from households and earnings from the 
sale of the oil. Hence, the government budget deficit is obtained as the 
following equation:  

GBD୲ ൌ G୲ െ
ୣ୶౪୭୧୪౪

୔౪
െ T୲ (46) 

Where 𝐺 ൌ 𝜌௚𝐺௧ିଵ ൅ 𝜀௚.௧ is total government expenditures, 𝑇௧ is the 
government tax earnings and 𝑜𝑖𝑙௧ is oil export earnings. Considering Iran as 
an oil exporter country which its oil export share is determined by OPEC, 
hence, exchange earnings from oil export are exogenous and it is assumed it 
follows an AR(1) process as the following equation: 

𝑜𝑖𝑙௧ ൌ 𝜌௢௜௟𝑜𝑖𝑙௧ିଵ ൅ 𝜀௢௜௟,௧ (47) 

We, also, supposed that balance sheet merely contains high-powered 
money: 
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𝑀௧ ൌ 𝐷𝐶௧ ൅ 𝑒𝑥௧𝐹𝑅௧ (48) 

Where 𝐹𝑅௧ is net foreign assets of the Central Bank and 𝐷𝐶௧ ൌ 𝐺𝐵𝐷௧ ൅
𝐷𝐶௧ିଵ is net public sector debt to the Central Bank. By dividing both sides of 
the above equation by prices’ level, real high powered money is obtained: 

𝑚௧ ൌ 𝑑𝑐௧ ൅
௘௫೟ிோ

௉
 (49) 

A change in net foreign assets of the Central Bank (in foreign currency) 
has the following equation: 

𝐹𝑅௧ െ 𝐹𝑅௧ିଵ ൌ ሺ𝑜𝑖𝑙௧ ൅ 𝑃௫𝑋௧ െ
ଵ

௘௫೟
𝑃௠𝑀௧ሻ (50) 

Where M୲ is imported consumption goods. Since the interest rate is 
discretionary determined in Iran's economy, the best assumption that could 
explain the behavior of monetary policy in Iranian economy, instead of Taylor 
rule, is to assume that monetary policy tool available to the Central Bank is 
money growth rate. Also, it is assumed that monetary policy response function 
is in a way that the money growth rate responds to changes in government 
budget deficit and real exchange rate as well as oil revenue fluctuations. 
Regarding the inevitable relationship between volatility of money growth rate 
and volatility of oil revenue in an oil producing country, when petrodollars 
exchanged to national currency, the monetary policy response function in log-
linearized form is defined as follows:  

�̂�௧ ൌ 𝜌௠�̂�௧ିଵ ൅ 𝜌௚௕ௗ𝐺𝐵𝐷෣௧ ൅ 𝜌௥௘௥𝑟𝑒𝑟ෞ ௧ ൅ 𝜌௢𝜀௢௜௟ ൅ 𝜀ఓ௧
 (51) 

Here �̂�௧ ൌ 𝑚ෝ௧ െ 𝑚ෝ௧ିଵ ൅ 𝜋ො௧ is money growth rate, GBD෣ is the government 
budget deficit deviation from its steady state level in the period t, rerෞ t ൌ exෝ t ൅
P෠t

∗
െ P෠t is real exchange rate gap in its steady state, 𝜀௢௜௟ is oil revenue shock, 

𝜌௠, 𝜌௚௕ௗ, 𝜌௥௘௥ and 𝜌௢ are the parameters of the monetary policy rule and 
𝜉௧

ఓ= 𝜌ఓ𝜉௧ିଵ
ఓ ൅ 𝜀ఓ.௧ is the monetary policy shock. 

2.5 Market Clearing  
To complete the model, it is necessary to consider market clearing, which 
ensures that the economy is always in equilibrium. The constraints of 
aggregate resources are given by: 
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𝑦௧ ൌ 𝑐௧ ൅ 𝐼௧ ൅ 𝐺௧ ൅
௘௫೟ሺ௉ೣ௑೟ା௢௜௟೟ሻି௉೘ெ೟

௉೟
 (52) 

𝑦௧ ൌ 𝑦௧
௡௔ ൅ 𝑦௧

௖௥ ൅ 𝑦௧
௟௜ ൅ 𝑦௧

௙௜ ൅ 𝑦௧
௙௢ (53) 

3 Calibration, Prior and Posterior Distributions 
A number of are calibrated as commonly done in the DSGE literature. This is 
because they are either difficult to estimate or they are better identified using 
other information. To account for their influence on the estimation results we 
provide an extensive robustness analysis, using different values for these 
parameters. In what follows, we present the calibration of the fixed 
parameters.  

Following Manzour & Taghipour (2015), we set the discount factor, β, to 
0.975 the value of the depreciation rate, δ, to 0.035 and the inverse of Frisch 
elasticity,𝜎௟, to 2.95. We use 0.60 for the share of non-agricultural goods in 
consumption, 𝛼௖, and 0.78 for the share of home agricultural goods in 
agricultural goods, 𝛼௔௚. The share of crops, 𝛼ୡ୰, livestock, 𝛼୪୧, and 
forestry, 𝛼୤୭, in home agricultural goods are set to 0.50, 0.25, and 0.13 
respectively. We set the share of labor supplied to non-agricultural sector, Λ௟, 
to 0.81. The share of crops, Λୡ୰, livestock, Λ୪୧, and forestry, Λ௙௢, in 
agricultural labor are set to 0.51, 0.29, and 0.12 respectively. The share of non-
agricultural sector in capital supply, 𝜒௞, is set to 0.92. The fraction of crops, 
𝜒ୡ୰, livestock, 𝜒୪୧, and forestry, 𝜒୤୧, in agricultural capital are set to 0.54, 0.22, 
and 0.15 respectively. The share of capital in non-agricultural output is 
calibrated to 0.44.  

We also set the share of capital in the subsectors' output to: 0.45 for crops, 
0.47 for livestock, 0.43 for fishing and 0.41 for forestry. It is worth noting that 
all these proportions and shares match the data from official statistical sources 
in Iran. The remaining parameters are estimated by using the Bayesian 
method, conditional on prior information relating to the values of parameters. 
To estimate the model, we use 17 series of Iran’s yearly data from 1991 to 
2015: domestic inflation, real GDP, real oil revenues, agricultural subsectors' 
employment and capital, non-agricultural employment and capital, total 
employment and capital, government expenditures and Central Banks' foreign 
assets. Data used in this study originates mainly from Iran Statistical Center 
(ISC) and Central Bank database.  

We choose priors from evidence-based studies available in the Iran, such 
as Manzour and Taghipour (2015), Manzour and Taghipour (2015), 
Tavakolian & Ebrahimi (2012). Detailed descriptions of the prior distributions 
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for the structural DSGE parameters and the results from the maximum 
likelihood estimates are summarized in table 1. We use beta distribution for 
those parameters that must lie in the [01] interval, Gamma priors for 
parameters with positive support, Normal priors for parameters with negative 
support, and Inverse-Gamma priors for shock standard deviations. The habit 
formation parameter, h, is set to have a mean of 0.35 in line with referenced 
literature for Iran. The mean of inverse elasticity substitution of 
consumption, σୡ, as in Manzour and Taghipour (2015), is 1.5. The parameter 
related to capital adjustment costs has a mean of 3.94 following Manzour and 
Taghipour (2015). The mean of the parameters representing the degree of 
price indexation for non-agricultural, import and export sector are set to 0.51, 
0.7 and 0.55 respectively, based on Manzour and Taghipour (2015). Calvo 
price parameters (φ୬ୟ, φ୫, φ୶), are assumed to follow Beta distribution 
centered at 0.2, as in Tavakolian & Ebrahimi (2012). The mean of parameters 
corresponding to monetary policy (𝜌௠ ൌ 0.32, 𝜌௚௕ௗ ൌ 0.53, 𝜌௥௘௥ ൌ
0.66, 𝜌௢ ൌ 0.73) and that of the coefficients on oil shock in technology 
process (𝜌௢௔ ൌ 0.65, 𝜌௢௡ ൌ 0.73) are set based on authors' estimations.  

Turning to the parameters of agricultural sector, due to lack of prior 
knowledge, we choose relatively diffuse priors based on realities available in 
Iran's agriculture. Their means are supposed to lie in [1.8-3.5] interval with a 
standard deviation of 0.7 except for the elasticity of substitution between 
agricultural and non-agricultural goods and the elasticity of substitution 
between agricultural and non-agricultural capital that both have a mean of 0.6. 
Lastly, all of the AR (1) coefficients (ρ’s), reported in table 2, are assumed to 
have a prior of Beta distribution with standard deviation 0.05. Also, priors for 
the standard deviations (𝜀’s) of all shocks have an Inverse Gamma distribution 
with mean 0.1 and standard deviation of infinity. As the posterior means, 
reflected at the last 3 columns in table 1, show the estimates of ℎ, and  𝜑, are  
slightly less than their prior means, whereas, that of 𝜎௖ is slightly higher than 
its initial mean. Price stickiness parameters fall from their prior means to 
around 0.08. The estimations of monetary policy parameters exceed from their 
referred priors except for ρୢ୥ୠ that falls to 0.5126. The posterior mean of non-
agricultural price indexation exceeds from its priors while those of import and 
export price indexation drop. Regarding the parameters corresponding to 
agriculture, the estimates are nearly close to the prior means with the 
exception of 𝜔௞௔௚ and 𝜔௔௚ that are relatively, much greater than their prior 
means. 
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Table 1 
Prior and Posterior Distribution of the Structural Parameters 

Parameter 
Prior distributions  Posterior modes 
Type Mean SD mean SD 95% 

H Habit formation Beta 0.35 0.0 
2 

 0.3129 0.0311 [0.2901,0.3358] 

𝛹 
Capital adjustment cost 
parameter 

Gama 3.94 0.05  3.8841 0.0532 [3.7241,4.0440] 

𝜎௖ Inverse elasticity of 
substitution in 
consumption 

Gama 1.5 0.05  1.6332 0.0226 [1.6175,1.6490] 

𝜔௖ Elasticity of substitution 
between agricultural and 
non-agricultural goods 

Beta 0.60 0.07  0.5328 0.0601 [0.5189,0.5467] 

𝜔௔௚ Elasticity of substitution 
between home and 
imported agricultural 
goods 

Gama 2.5 0.07  3.4512 0.0233 [3.4381,3.4643] 

𝜔ௗ௔௚ Elasticity of substitution 
between subsectors' 
goods 

Gama 3.50 0.07  3.5704 0.0425 [3.5584,3.5822] 

𝜔௟ Invers elasticity of 
substitution between 
agricultural and non-
agricultural labor 

Gama 2.80 0.07  2.9443 0.0430 [2.9114,2.9772] 

𝜔௟௔௚ Elasticity of substitution 
between subsectors' 
labor 

Gama 2.40 0.07  2.5456 0.0315 [2.5294,2.5617] 

𝜔௞ Elasticity of substitution 
between agricultural and 
non-agricultural capital  

Beta 0.60 0.07  0.5672 0.0132 [0.5461,0.5883] 

𝜔௞௔௚ Elasticity of substitution 
between subsectors' 
capital 

Gama 1.80 0.07  2.6320 0.0361 [2.6064,2.6576] 

𝜑௡௔ Non-agricultural price 
stickiness 

Beta 0.20  0.05  0.0832 0.0521 [0.0811,0.0853] 

𝜑௠ Import price stickiness Beta 0.20 0.05  0.0761 0.0376 [0.0745,0.0777] 

𝜑௫ Export price stickiness Beta 0.20 0.05  0.0813 0.0351 [0.0794,0.0832] 

𝜏௡௔ Non-agricultural price 
indexation 

Beta 0.51 0.03  0.5411 0.0123 [0.5437,0.5375] 

𝜏௠ Import price indexation Beta 0.70 0.05  0.6711 0.0142 [0.6512,0.7032] 

𝜏௫ Export price indexation Beta 0.55 0.05  0.5302 0.0251 [0.5121,0.5483] 

𝜌௢௔ Coefficient on oil shock 
in agricultural 
technology process 

Beta 0.65 0.05  0.7165 0.0137 [0.7004,0.7326] 

𝜌௢௡  Coefficient on oil shock 
in non-agricultural 
technology process 

Beta 0.73 0.05  0.7855 0.0142 [0.7611,0.8099] 

𝜌௠ Coefficient on  lagged 
money growth rate in 
monetary Policy 

Beta 0.32 0.05  0.3531 0.0212 [0.3349,0.3713] 
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𝜌ௗ௚௕ Coefficient on GBD in 
monetary Policy 

Beta 0.53 0.05  0.5126 0.0106 [0.5049,0.5203] 

𝜌௥௘௥ Coefficient on real 
exchange rate in 
monetary Policy 

Beta 0.66 0.05  0.6841 0.0311 [0.6549,0.7133] 

𝜌௢௜௟ Coefficient on oil shock 
in monetary Policy 

Beta 0.73 0.05  0.7627 0.0312 [0.7449,0.7805] 

Source: Authors’ Findings. 

Table 2 
AR (1) Processes Coefficients (Exogenous Processes) 

Parameter               Description 
 

Prior distributions 
 

Posterior modes 
Type Mean SD Mean SD 95% 

Persistence 

 𝜌௕ 
Consumption 
preference 

Beta 0.65 0.05  0.6842 0.0311 [0.6691,0.6951] 

 𝜌௜ Investment Beta 0.70 0.05  0.7235 0.0405 [0.7112,0.7331] 

𝜌௡௔ 
Non-agricultural 
technology 

Beta 0.75 0.05  0.7964 0.0309 [0.7892,0.8009] 

 𝜌௖௥ Crops technology Beta 0.55 0.05  0.7838 0.0403 [0.7698,0.7953] 
𝜌௟௜ Livestock technology Beta 0.45 0.05  0.6332 0.0310 [0.6194,0.6428] 
𝜌௙௜ Fishing technology Beta 0.35 0.05  0.4134 0.0501 [0.4022,0.4228] 
𝜌௙௢ Forestry technology Beta 0.60 0.05  0.6841 0.0330 [0.6709,0.6951] 
 𝜌µ Monetary policy Beta 0.65 0.05  0.7327 0.0116 [0.7202,0.7417] 

𝜌௣ Non-agricultural price 
markup 

Beta 0.70 0.05  0.7852 0.0083 [0.7686,0.7991] 

𝜌௫ Export price markup Beta 0.5 0.05  0.5114 0.0322 [0.4941,0.5263] 
 𝜌௜௠ Import price markup Beta 0.45 0.05  0.4912 0.0887 [0.4749,0.5082] 
𝜌௧௥௙ Tariff Beta 0.68 0.05  0.6671 0.0417 [0.6388,0.6959] 
𝜌௢௜௟ Oil revenue Beta 0.40 0.05  0.4563 0.0471 [0.4361,0.4773] 
Standard Deviation 

 𝜀௕ 
Consumption 
preference 

Inv. 
Gamma 

0.1 Inf  0.9694 0.0322 [0.9412,1.0188] 

 𝜀௜ Investment 
Inv. 
Gamma 

0.1 Inf  1.7542 0.1130 [1.7303,1.7761] 

𝜀௡௔ 
Non-agricultural 
technology 

Inv. 
Gamma 

0.1 Inf  1.6761 0.1203 [1.6503,1.6999] 

 𝜀௖௥ Crops technology 
Inv. 
Gamma 

0.1 Inf  0.3592 0.0317 [0.3361,0.3801] 

𝜀௟௜ Livestock technology 
Inv. 
Gamma 

0.1 Inf  0.4964 0.0612 [0.4725,0.5177] 

𝜀௙௜ Fishing technology 
Inv. 
Gamma 

0.1 Inf  0.4286 0.0672 [0.4172,0.4377] 

𝜀௙௢ Forestry technology 
Inv. 
Gamma 

0.1 Inf  1.4016 0.1334 [1.3911,1.4087] 

 𝜀µ Monetary policy 
Inv. 
Gamma 

0.1 Inf  0.5632 0.0421 [0.5472,0.5768] 

𝜀௣ Non-agricultural price 
markup 

Inv. 
Gamma 

0.1 Inf  0.4363 0.0634 [0.4143,0.4572] 



322 Money and Economy, Vol. 11, No. 3, Summer 2016 

𝜀௫ Export price markup 
Inv. 
Gamma 

0.1 Inf  
0.0072 0.0322 [0.0061,0.0082] 

 𝜀௜௠ Import price markup 
Inv. 
Gamma 

0.1 Inf  
0.0960 0.0921 [0.0701,0.1221] 

𝜀௧௥௙ Tariff 
Inv. 
Gamma 

0.1 Inf  
0.0756 0.0561 [0.0421,0.1093] 

𝜀௢௜௟ Oil revenue 
Inv. 
Gamma 

0.1 Inf  
0.1231 0.0437 [0.0892,0.1568] 

Source: Authors’ Findings. 

Table 3 compares the second moments from actual data and those 
generated by the model. In the analysis of business cycles, matching second 
moments from actual data and the model is crucial for the assessment of model 
performance. The results indicate that the simulated moments (standard 
deviations and correlations) match the actual ones quite well. So the model 
is well-constructed to explain Iran’s economy. 

Table 3 
Real and Simulated Data Moments 

 Standard deviations                    correlation with agri output    SD 
  Actual Simulated  Actual simulated 
Real GDP  0.862 0.822  0.064 0.051 
Inflation rate  0.759 0.692  0.153 0.141 
Real oil revenues  0.551 0.534  0.112 0.088 
Government spending  0.921 0.902  0.086 0.073 
Real agricultural output  - -  0.042 0.040 
Real non-agricultural output  0.931 0.914  0.053 0.049 

Source: Authors’ Findings. 

4 Dynamics of the model 

4.1 Impulse responses 
Figures 1 through 4 display impulse responses of each subsectors' variables 
(i.e., consumption, output, employment, real wages, capital, price indexes and 
marginal costs) to a rise in the productivity of same subsector. Impulse 
response functions (IRFs), after log-linearizing and estimating the DSGE 
model, are obtained from one-standard deviation shocks. Each response is 
expressed as the percentage deviation of a variable from its steady state level. 
As the results show, positive productivity shocks lead to an increase in output. 
Following the productivity shock firms can produce more for given amount of 
labor and capital. We can also see that the output of crops (1.41%), livestock 
(1.23%) and fishing (1.15%) have the strongest responses and, in persistence, 
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the effects are uniform. The responses of marginal costs and price indexes are 
standard. Increasing production, due to a positive productivity shock, makes 
the marginal costs of the firms drop and this enables firms to lower producer 
prices. However, the drop in marginal costs is greater than the drop in price 
indexes. The livestock (0.44%), crops (0.39%) and fishing (0.17%) have the 
most drop in the marginal costs and the same happens to their price indexes. 
The rise in output and the fall in price lead to an increase in consumption. The 
strongest consumption responses are for livestock (1.18%), fishing (1.37%) 
and crops (0.81%). Increasing productivity, makes it profitable for firms to 
employ more production inputs.  

Incidentally, capital rises. The greatest reactions are observed in crops 
(0.78%), livestock (0.26%) and fishing (0.09%). Finally, in response to 
positive productivity shocks, employment in all four subsectors rises. The 
higher productivity makes it more attractive for the firm to increase 
employment and allows it to do so by increasing the wage it offers to workers. 
This finding could be different if we considered price rigidities for agricultural 
firms in the model. In theory, positive productivity shocks in real business 
cycle models with real rigidities (Francis and Ramey (2005)) or in sticky price 
models (Gali (1999)) can generate negative effects on employment. When 
productivity increases, fixed prices imply unclenched real sales so that less 
labor is required to meet a given level of nominal demand. Whereas, not 
considering the rigidities might lead to different results as in this study. The 
shock has the strongest effect on livestock subsector employment. A further 
investigation of the IRFs shows that following the productivity shocks, in 
general, output shows the greatest reactions, whereas the weakest ones are 
observed in labor market variables specifically employment and real wages.  
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Figure 1. Impulse response functions of crops to a one standard deviation productivity shock. 
Source: Authors’ Findings. 

 
Figure 2. Impulse response functions of livestock to a one standard deviation productivity 
shock. Source: Authors’ Findings. 
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Figure 3. Impulse response functions of fishing to a one standard deviation productivity shock. 
Source: Authors’ Findings. 

 
Figure 4. Impulse response functions of forestry to a one standard deviation productivity shock. 
Source: Authors’ Findings. 
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explains 36.5-35% while the latter explains 22-19.5% at different horizons. 
Government spending shock (15-13.5%) also plays an important role in 
explaining the output movements. Regarding the drivers of consumption, a 
big part of the fluctuations is explained by the preference shock (30-28%). 
However, productivity shock (24-21.5%) and monetary shock (16-15%) also 
contribute significantly to the volatility of agricultural consumption. As for 
price indexes, its dynamics is mainly explained by monetary shock (30-
27.5%) and productivity shock (26-24%). Also, government spending and 
preference shock, to a lesser extent, are of importance in driving the cyclical 
fluctuations in agricultural price indexes. The results further show oil revenue 
and investment shocks, relatively, have a little contribution in explaining 
agricultural fluctuations. However, as the time lag increases, the investment 
shock gains more importance (accounting for about 8% in the short run, its 
contribution rises to about %16 in the long run). 

Table 4 
Variance Decomposition  

Subsec
tor 

Variable Ye
ar 

Producti
vity 

Monet
ary 

Governm
ent 
spending 

  Oil 
reven
ue 

Prefere
nce 

Investm
ent 

C
ro

p
s 

Output 1 39.32 19.42 13.48 8.55 10.71 8.52 
5 38.03 18.47 13.29 7.64 10.24 12.33 
10 36.76 17.51 12.95 7.53 9.82 15.43 
20 35.81 16.97 12.54 7.31 9.42 17.95 

Consumpt
ion 

1 22.55 15.86 11.76 12.65 29.76 7.42 
5 21.49 17.45 10.65 11.65 29.43 9.33 
10 20.13 19.56 8.89 11.21 28.67 11.54 
20 19.96 18.62 7.84 10.97 27.89 14.72 

Price 
index 

1 26.53 28.74 14.33 9.63 15.33 5.44 
5 26.32 28.56 15.89 8.53 16.14 4.56 
10 25.87 28.09 15.67 8.21 16.43 5.73 
20 24.98 27.78 15.22 7.53 16.53 7.96 

L
iv

es
to

ck
 

 

Output 1 38.47 20.48 14.78 8.76 9.56 7.95 
5 37.45 19.34 13.44 8.39 9.52 11.86 
10 36.56 18.66 13.76 7.82 8.66 14.54 
20 36.53 17.84 14.12 6.55 8.31 16.65 

Consumpt
ion 

1 25.43 14.33 10.45 10.65 30.51 8.63 
5 24.78 13.85 10.32 10.65 29.63 10.77 
10 22.78 13.46 9.89 10.81 29.47 13.59 
20 20.96 13.22 9.54 10.37 29.59 16.32 

Price 
index 

1 28.4 29.35 15.26 7.67 16.11 3.21 
5 28.21 29.69 14.77 7.32 15.45 4.56 
10 26.67 28.58 14.48 6.79 14.97 8.51 
20 25.74 27.93 14.16 6.03 14.75 11.39 

F
is

h
in

g 

Output 1 35.18 22.64 15.34 8.48 11.23 7.13 

5 35.45 21.54 14.04 8.29 9.82 10.86 
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10 34.72 21.21 13.69 7.98 8.86 13.54 
20 33.98 19.92 12.89 7.45 8.81 16.95 

Consumpt
ion 

1 24.76 15.73 11.53 10.55 29.45 7.98 
5 24.63 14.47 10.98 10.11 29.22 10.59 
10 23.43 13.86 10.43 9.69 28.82 13.77 
20 22.66 13.41 9.35 9.42 28.15 17.01 

Price 
index 

1 25.23 30.31 16.16 7.24 16.04 5.02 
5 25.11 30.23 15.2 7.79 15.34 6.33 
10 25.18 29.78 14.95 7.64 15.24 7.21 
20 24.23 28.85 14.76 6.83 15.36 9.97 

F
or

es
tr

y 

Output 1 33.87 24.67 16.34 7.78 10.23 7.11 
5 33.64 24.51 16.24 7.56 8.82 9.23 
10 32.92 23.91 15.79 7.03 6.86 13.49 
20 32.75 23.72 14.85 6.78 5.81 16.09 

Consumpt
ion 

1 22.89 17.73 12.87 9.45 28.78 8.28 
5 22.53 17.47 11.65 10.11 28.38 9.86 
10 22.33 15.77 11.43 9.54 27.52 13.41 
20 21.86 14.91 10.85 9.22 26.75 16.41 

Price 
index 

1 23.78 31.78 16.39 8.37 15.36 4.32 
5 22.05 31.02 16.28 8.25 13.81 8.59 
10 21.83 30.34 15.12 7.84 12.34 12.53 
20 20.36 29.41 14.95 7.53 11.82 15.93 

Source: Authors’ Findings. 

5 Conclusion 
The aim of this study is to investigate dynamics of each agricultural subsector 
to a positive productivity shock in the same subsector. To do so, a DSGE 
model for Iran economy, emphasizing on agricultural subsectors, including 
price rigidities, capital accumulation, investment adjustment costs, and habit 
formation, is constructed. Our Bayesian estimation results suggest that 
positive productivity shocks lead to an increase in output, consumption, 
employment, capital and real wages and a fall in marginal costs and price 
indexes in all four Iran's agricultural subsectors. Comparing the results across 
the subsectors shows that following the shock, generally, crops and livestock 
subsectors have the strongest reactions and forestry has the weakest ones. In 
explanation of the result we explain the following possible reasons: First, 
livestock and crops are the fastest growing agricultural subsectors gaining 
more the benefits of the technological advances in different scopes such as 
laboratory equipments, irrigation systems, improved seeds, chemical 
fertilizers, breeds and genes. Second, crops and livestock, together, contribute 
about 86 percent to agricultural capital, a key effective factor in enhancing 
productivity. Third, since most of the food needs are provided by these two 
sectors, they benefit significantly from the supportive government policies 
such as subsidies and agricultural credit. Forth, the highest share of 
agricultural R&D expenditures belongs to these two subsectors. And fifth, the 
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private sector in these two sectors has the greatest presence. On the contrary, 
fishing and forestry are mostly stated-owned suffering from lack of capital. 
There are a lot of economic capacity left unused in these two subsectors. The 
results also reveal that in response to productivity shocks the greatest 
responses are observed in output, whereas, labor market variables show the 
weakest ones.  

Variance decomposition analysis reveals that the subsectors' output 
movements, are mainly explained by productivity, monetary and government 
spending shocks. The main drivers of the price indexes are monetary and 
productivity shocks and, lastly, consumption dynamics are mainly explained 
by preference, productivity and monetary shocks.  

Given that positive productivity shocks have desirable effects on 
agricultural sector and taking into account that the sector plays an important 
role in Iran’ economic growth and development, it is inevitable to improve 
agricultural productivity level. In this regard, increasing farmers' income, 
developing agricultural insurance, industrializing production and operation 
methods in agriculture are taken as useful and effective measures that not only 
increase domestic supply and employment, but also, through promoting 
competitiveness in foreign markets, boost agricultural exports. The 
government should consider increasing productivity in crops and livestock 
subsectors that can play an important role in economy growth by helping to 
increase food security and reduce poverty. However, in this process, fishing 
and forestry should not be neglected. 

References  
Adolfson, M. S., Las´een, J., Lind´, E., & Villani, M. (2007). Bayesian Estimation of 

an Open Economy DSGE Model with Incomplete Pass-Through. Journal of 
International Economics, 72(2), 481-511. 

Ahmed, Y., & Emmanuel, A. (2000). Openness and Economic Growth: Evidence 
from Selected ASEAN Countries. The Indian Economic Journal, 47, 110-117. 

Basu, S., Fernald, J., & Kimball, M. (2006). Are Technology Improvements 
Contractionary? American Economic Review, 96, 1418-1448. 

Calvo, G. (1983). Staggered Prices in a Utility-Maximizing Framework. Journal of 
Monetary Economics, 12, 383-98. 

Carter, M., & Olinto, P. (2003). Getting Institutions Right For Whom Credit 
Constraints And The Impact Of Property Rights On The Quantity And 
Composition Of Investment. American Journal of Agricultural Economics, 85: 
173-186. 

Chang, Y., & Hong, J. (2006). Do Technological Improvements In The Manufacturing 
Sector Raise Or Lower Employment? American Economic Review, 96: 352–368. 



How Do Agricultural Subsectors Respond to Productivity Shocks? Evidence ... 329 

Christiano, L., Eichenbaum, M., & Vigfusson, R. (2004). What Happens After A 
Technology Shock? Mimeo, Northwestern University. 

Dedola, L., & Neri, S. (2004). What Does A Technology Shock Do? A VAR Analysis 
with Model-Based Sign Restrictions. CEPR Working Paper, 4537. 

Easterly, W., & Serven, L. (2002). The Limits of Stabilization: Infrastructure, Public 
Deficits and Growth in Latin America. Stanford University Press and the World 
Bank. 

Francis, N., & Ramey, V. (2005). Is The Technology-Driven Real Business Cycle 
Hypothesis Dead? Shocks And Aggregate Fluctuations Revisited? Journal of 
Monetary Economics, 52(8), 1379-1399.  

Gali, J. (1999). Technology, Employment, And The Business Cycle: Do Technology 
Shocks Explain Aggregate Fluctuations? American Economic Review, 89(1), 
249-271. 

Gali, J., & Rabanal, R. (2004). Technology Shocks And Aggregate Fluctuations: How 
Well Does The RB Model Fit Post War US Data? NBER Macroeconomics 
Annual, 225-288. 

Geoff Riley, E. C. (2006). A2 Macroeconomics / International Economy. Retrieved 
September 27, 2011, from Tutor 2 u: http://tutor2u.net/economics/revision-
notes/a2-macro-globalisation-effects.html 

Irz, X., & Tiffin, R. (2006). Is Agriculture the Engine of Growth? Agricultural 
Economics Journal, 35(1), 79-89. 

Manzour, D., & Taghipour, A. (2015). Constructing A DSGE Model for a Small Open 
Oil Exporting Country: Case Study Iran. Economic policies and researches. 7-
44. 75.  

Monacelli, T. (2005). Monetary Policy in a Low Pass-Through Environment. Journal 
of Money, Credit and Banking, 37, 1047-1066. 

Mullen, J. (2007). Productivity Growth and the Returns from Puclic Investment in 
R&D in Australian Broadacre Agriculture. The Australian Journal of 
Agricultural and Resource Economics, 51, 359-384. 

Olagunju, F. I. (2000). Impact of Osun State Agricultural Credit Corporation 
(OSACC) on Food Production in Osun State. Unpuclished M.Sc., Thesis, 
Department of Agricultural Economics, Obafmi Awolowo University (O.A.U), 
Ile-Ife, Nigeria 

Peersman, G., & Straub, R. (2005). Technology Shocks and Robust Sign Restrictions 
in a Euro Area SVAR. Working Papers of Faculty of Economics and Business 
Administration, Ghent University, Belgium 05/288, Ghent University, Faculty of 
Economics and Business Administration. 

Schiffbauer, M. (2009). Do Foreign Mergers and Acquisitions Boost Firm 
Productivity? The Economic and Social Research Institute (ESRI), Working 
Paper, No.305, Ireland 

Sharma, S. C. et al. (2006). Decomposition of Total Factor Productivity Growth in 
U.S. States. Journal of the Quarterly Review of Economics and Finance, 47(2): 
215-241. 



330 Money and Economy, Vol. 11, No. 3, Summer 2016 

Sibert, A. (2007). Labour Productivity Growth in European Union. University of 
London and CEPR. 

Singh, R., & Singh, B. B. (1972). Farm Mechanization in Western Uttar Pradesh-
Problems of Farm Mechanization Seminar Series-IX. Indian Society of 
Agricultural Economics, Bombay, Feb. 

Smets, F., & Wouters, R. (2003). An Estimated Dynamic Stochastic General 
Equilibrium Model of the Euro Area. Journal of the European Economic 
Association, 1(5), 1123-75. 

Suphannachart, W., & Warr, P. (2010). Total Factor Productivity in the Thai 
Agriculture: Measurement and Determinants. ARE Working Paper. 

Tavakolian, H., & Ebrahimi, I. (2012). Exchange Rate Policy of Iran. Money and 
Economy, 6(2):51-68. 

Thorat V. A., Tilekar, S. N., Dhekale , J. S., & Patil H. K. (2006). Total Factor 
Productivity in Horticultural Crops in Konkan Region of Maharashtra. 
Agricultural Economics Research Review, 19: 113-120. 

Xi, z., & Zi-nai, L. (2007). Heterogeneous Impact of Farmer Credit: An Empirical 
Investigation based on IVQR Model. Research Paper, Systems Engineering- 
Theory and Practice, 27(2), 68-75. 

Yanikkaya, H. (2003). Trade Openness and Economic Growth: A Cross Country 
Empirical Investment. Journal of Development Economics, 72, 57-89. 

 
 
 
 
 


