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ABSTRACT 

In a volatile economic environment, financial decision making is always associ-

ated with risk. Bankruptcy, as one of the most important risks, has a significant 

impact on the interests of the firm's stakeholders, so presenting appropriate bank-

ruptcy forecasting patterns is of the utmost importance. In this study, after re-

viewing the theoretical literature and selecting the financial ratios used in previ-

ous bankruptcy prediction models as the variable input of the initial model, the 

financial ratios were adjusted based on the price index and then, using the LARS 

algorithm, the ratios that have the highest ability to differentiate between bank-

rupt and non-bankrupt firms were identified, and finally, using the SVM and Na-

ive Bayesian algorithms, the final bankruptcy prediction model was developed. 

For this purpose, the data of 50 companies listed in Tehran Stock Exchange who 

had experienced bankruptcy for at least one year from 2008 to 2018 under Article 

141 of the Commercial Code were used. The results show that the adjusted finan-

cial ratios based on the price index in the model presented by SVM algorithm can 

be a very good predictor for bankruptcy of companies with an accuracy of 99.4%. 

 

1 Introduction 
 

The growth of competition between businesses has limited access to resources increased and the like-

lihood of bankruptcy. Bankruptcy is an event that has a great impact on management, shareholders, 

customers, creditors, and other stakeholders. Previous research has shown that companies hide their 

bankruptcy and officially declare bankruptcy when it is too late to try to avoid bankruptcy. For this 

reason, the economic and social consequences of bankruptcy can be reduced or even avoided if infor-

mation can be obtained before it occurs. Investors and creditors have long been provided with a more 

accurate understanding of the company's financial position by analyzing financial statements with dif-

ferent procedures and comparing companies with other competitors [14]. Corporate and business insti-

tutions and the complexity of economic and trade relations have changed dramatically since 1950s, and 

governments' emphasis on economic growth has further complicated the growth of companies and in-

stitutions. As financial decision making becomes more strategic, managers are forced to use advanced 

methods of analysis and forecasting to create long term visions, and adopt new models of control that 

are more comprehensive [21]. Changes in the economic environment of companies affect their financial 

situation and the risk of bankruptcy inflation can be mentioned as one of these changes therefore, in 

making models, both the financial ratios of companies and the variables that reflect changes in the 

economic environment must be considered [31]. As inflation rates soar in recent years, many account-

ants and users of financial statements are encouraged to think about the dynamics of financial statements 
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and to provide complementary information to illustrate the effects of inflation, prepare comparative 

statements and analyze them in terms of inflation accounting and historical expense in order to provide 

accurate reporting of financial events to domestic and foreign users.  

Although many years have passed since the presentation of the aforementioned subject, In all internal 

research and major foreign research conducted in the field of predicting the financial performance of 

companies and in particular, bankruptcy, only to predict or compare the predictive power of models 

using historical information of financial statements, , but the main purpose of this study is to consider 

the effects of inflation on the input variables in the design of the bankruptcy prediction model. Thus, 

this research adjusts the financial statement items based on the price index using the information con-

tained in the financial statements of listed companies in Tehran Stock Exchange and, through meta-

heuristic approaches, designs an optimal model for predicting bankruptcy of companies in accordance 

with the conditions and economic system of the country. Given the above, the difference between the 

present study and other empirical studies predicting bankruptcy is rooted in four factors: 

1- For the first time, this study has used various accounting indicators adjusted based on inflation 

rate in predicting bankruptcy, which is a new link between accounting and economics called 

macro accounting. Accurate and reliable financial information leads to useful economic deci-

sions. 

2- In this research, meta-heuristic models have been used in the optimization and training of neural 

networks. Artificial intelligence patterns reflect nonlinear effects and complex interactions be-

tween variables, unlike linear patterns, this has led to little time being spent calibrating the 

neural network parameters. 

3- In this study, we tried to use all the financial ratios used in different models available in pre-

dicting financial bankruptcy to design a bankruptcy forecasting model. 

4- Due to the multiplicity of financial ratios used in this study as input predictor variables, LARS 

algorithm was used to identify effective variables to introduce the key variables of bankruptcy 

prediction among the basic variables of financial statements and based on theoretical founda-

tions. 

 

2 Theoretical Foundations and Research Background  

The rapid development of technology and the widespread environmental changes and expansion of 

capital markets, coupled with the attraction of large capitals, have given the economy an accelerating 

pace, while the growth of competition between businesses has limited profitability and increased the 

likelihood of bankruptcy. Therefore, understanding the causes of bankruptcy and, most importantly, 

predicting bankruptcy through financial statement information can have a significant impact on the 

efficiency of the capital market and the decisions of investors and creditors, and especially the organi-

zations to predict bankruptcy before a failure occurs. Most investors expect that the operations of the 

investee companies will proceed according to their expected conditions and the returns they receive will 

be proportionate to the investment risk. From an economic point of view, bankruptcy is a natural phe-

nomenon that should not be overlooked, as it is a social impact based on unemployment and purchasing 

power parity [24]. Decrease in product lifespan, increase of technology impact on corporate operations, 

expansion of global exchanges, and such factors have led to increased volatility in financial environ-

ments, which resulted in more focus on reducing risk and ensuring return on investment. In these situ-

ations, real and legal investors make a great effort to understand the status of investee companies in 

order to protect their capital, but this will be achievable only if reliable analytical methods are available 
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[33]. Survey about reasons for bankruptcy from financial point of view and recognition of financial 

basic and the most important thing evaluation of bankruptcy based on popular methods is very im-

portant. Bankruptcy level does by on time prediction of that we can have enough time to answer inves-

tors [36]. In recent years, many researchers have been predicting bankruptcy through different methods. 

In the area of bankruptcy forecasting, two sets of methodologies are discussed under the traditional and 

meta-heuristic models. In recent years, prior to the development of artificial intelligence methods, most 

researchers have used traditional methods such as logistic regression (LR) and Multiple Discriminant 

Analysis (MDA). Despite the ease and simplicity of traditional models in application, the use of statis-

tical models in practice has some limitations, for example Beaver [3] refers to the assumption of line-

arity of the relationship between variables in univariate analysis models. Altman [2] refers to three 

limiting assumptions in multivariate analysis models. These include the normality of the distribution of 

variables, the assumption of the existence of a uniform distribution matrix, and the use of prior proba-

bilities. Also Tamari [44] addresses to being unknown the relative importance and to be subjective of 

variables in the risk index model.  

Assumptions about compliance to a particular statistical distribution (often, adherence to the normal 

distribution) in these methods, the mathematical accuracy of such methods may be ambiguous because 

real-world financial data does not necessarily follow the normal distribution. With the development of 

artificial intelligence, meta-heuristic models such as Artificial Neuron Network (ANN), Support Vector 

Machine (SVM), Genetic Algorithm (GA) and etc, have been used to predict bankruptcy. Artificial 

intelligence algorithms are ideal tools to predict because they do not have the limiting assumptions such 

as linearity, normality, and independence of input variables which limit the effectiveness and validity 

of the prediction then they learn by experience and do not come to a deadened. These algorithms, in 

addition to exploiting statistics, also consider mental aspects; therefore, they cover the weaknesses re-

lated to the necessity of adherence to the specific statistical distribution available in traditional methods 

[11]. Initially, Odom and Sharda [29] used neural networks to design bankruptcy forecast models. The 

findings of the study showed that the results of the neural networks methods are more accurate, precise, 

and more reliable than multivariate linear detection methods. Min et al. [27] developed a model for 

bankruptcy prediction using a Support Vector Machine and their research showed that their model per-

forms better than traditional statistical models and in terms of generalizability and accuracy. Similar 

research has been done in Iran.  

Research by Falahpour and Raei [34] has shown that the neural network model is significantly more 

accurate than the multivariate discriminant model in predicting bankruptcy. Findings of another study 

by Farajzadeh dehkordi [16] indicate that genetic planning can predict up to 90% of bankruptcies in the 

test sample, while multivariate discriminant analysis accounts for up to 73% of corporate bankruptcies. 

Therefore, it is expected that, as researches have shown, the meta-heuristic models of artificial intelli-

gence have higher accuracy and predictive power than traditional models. Although researchers have 

presented different models for evaluating corporate financial status and performance, it seems that a 

method that uses more comprehensive criteria to create a relative predictive model of a firm's success 

or failure will help decision makers make the right decisions. In making appropriate economic decisions 

regarding a business entity, using the information contained in the financial statements without analyz-

ing them may mislead users. Therefore, it is important to use information from financial statements 

analyzed by experts [9]. one of the financial statement analysis techniques is the expression of the rela-

tionship between the figures in a ratio. The simplicity of the ratios has made them to be widely recog-

nized as a useful and acceptable tool [39]. Given that the single currency scale in accounting, which is 

the most efficient tool for measuring all financial events and information processing of a business unit, 
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is not constant over time, unlike physical scales, and is fluctuating simultaneously with recession and 

inflation, and with the rise of inflation in recent years accountants have been encouraged to provide 

complementary information to illustrate the effects of inflation and most financial statement users, eco-

nomic decision makers and especially managers believe that efforts must be made to prepare adjusted 

financial statements in order to provide relevant, reliable, timely, complete and accurate information on 

financial events to both internal and external users with the lowest possible cost [22].  

Due to the importance of the subject, a number of researchers also predicted bankruptcy in their research 

using a combination of accounting and market information, for example, Shumway [42], Campbell et 

al. [6], and Christidis and Gregory [7]. Also the results of the research by Charalambakis et al. [8] 

showed that in predicting financial crisis, a model that combines accounting information and market 

information performs better. Hernández Tinoco & Wilson [45] used accounting, market and macroeco-

nomic variables to investigate financial distress and bankruptcy predictions and found that combining 

the accounting, market, and macroeconomic variables lead to a very accurate prediction of bankruptcy 

risk. Pawełek & Baryła [31] developed a bankruptcy forecasting model using financial ratios and indi-

cators of economic growth, inflation, labor market, economic status and inflation and it was confirmed 

that the change in the economic environment of companies affects their financial situation and the risk 

of bankruptcy. Also in domestic researches, Royayi [37] and Zand Raeisi [49] investigated the status 

of corporate financial statements in inflationary conditions as well as how investors decide to deal with 

inflation and presented the results of their research on inflation accounting, suggesting that adjusting 

accounting items and financial statements has benefits which can influence the economic decisions of 

corporations and firms. Sadeghi et al. [38], concluded that the role of macroeconomic factors in corpo-

rate health and financial distress is far greater than that of strategic system factors. 
 

3 Research Method 
 

This study seeks to answer the fundamental question of which of the two SVM and Naive Bayesian 

algorithms is more accurate in designing a corporate bankruptcy prediction model using financial ratios 

adjusted based on price indexes? 

Because the results of this study can be used in the decision-making process, this research is applied in 

terms of purpose, and it is also descriptive-correlation in nature. Research is done in the context of 

deductive-inductive reasoning. In this study, library research or organizational documents were used to 

collect the required information. Preliminary studies, research backgrounds, and theoretical frameworks 

of research have been collected using library resources including books, journals, thesis, research arti-

cles, and websites. The research data were collected through the RAHAVARD software and the stock 

exchange databases. In this study and in the descriptive statistics section, data analysis was performed 

using central indexes such as mean, median, and standard deviation and Excel and MATLAB software 

were used in order to analyze the data and extract the research results. 

 

3.1 Statistical Population and Research Sample 
 

The statistical population of the present study is the listed companies in Tehran Stock Exchange. The 

research period is between 2007 and 2016. It should be noted that for calculating some ratios such as 

the average inventory of goods, the financial information of 2006 is required, therefore some items of 

2006 financial statements have been adjusted. The systematic elimination method was used to select 

the sample in this study and the criteria applied are as follows: 

1- Large and active production companies other than credit and insurance companies. 

https://dbc.wroc.pl/dlibra/metadatasearch?action=AdvancedSearchAction&type=-3&val1=Creator:%22Pawe%C5%82ek%2C+Barbara%22
https://dbc.wroc.pl/dlibra/metadatasearch?action=AdvancedSearchAction&type=-3&val1=Creator:%22Bary%C5%82a%2C+Mateusz%22
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2- Membership in the Iranian Stock Exchange during the years under study. 

3- The date of the end of the fiscal year of the companies should be 12/29. 

4- The financial information needed to calculate the research variables for those companies must be 

available during the research period. 

5- In joint stock companies with subsidiaries, the financial statements of the main or parent company 

were used in the research. 

6- Sample companies must have been recognized the research period for at least one year by applying 

the theoretical concepts stated in the bankruptcy literature in accordance with Article 141 of the Bank-

ruptcy Law. Given the above limitations, the number of firms in a homogenized community is 50. In 

this research, we have tried to consider all stock exchange companies that were bankrupt for at least 

one year for the period between 2008 to 2018 as a sample of the research, which tested a total of 545 

(year-company) samples, so it should be considered as a limitation of this study stated. 

 

3.2 Research Steps 
 

3.2.1 Review of Theoretical Foundations and Research Background  

The history of using financial ratios goes back to 1870 [9]. It was at that time when analysts developed 

and promoted financial ratios, therefore today, ratios analysis is a powerful technique and a useful tool 

for users to evaluate the performance of past, present and future, and to this day, due to the expansion 

of science and knowledge as well as the technology advances in computing and information, there have 

been many advances in the use of financial ratios [22]. Financial ratios have been used in many re-

searches for analysis in the field of bankruptcy prediction and as a result, a background of all the finan-

cial ratios used in all of the available bankruptcy models has been presented and classified as Table 1, 

and ultimately 40 financial ratios have been considered as the independent research variables. 
 

Table 1: Background of Financial Ratios Explaining Bankruptcy 

Sym-

bol 
Financial Ratio Researchers 

x1 Ratio of accumulated profits to total assets 
Altman [1], Fulmer [17], Philosophov [32], Iranian Kurdestani 

Modified Altman Model [23] 

x2 Ratio of working capital to total assets 

Altman [1], Beaver [4], Springate [43], Ohlson [30], Falmer 

[17], Grice [18], Wallace [47], Iranian Kurdestani Modified 

Altman Model[23] 

x3 
Ratio of Earnings before Interest and taxes to 

total assets 

Altman [1], Springate [43], CA_Score [26], Grice [18], Philo-

sophov [32], Iranian Kurdestani Modified Altman Model [23] 

x4 
Ratio of the company shares book value to the 

total debt book value 
Altman [1], Thai DA [5] 

x5 Ratio of sales to total assets 
Altman [1], Springate [43], Falmer [17], Thai DA [5], Iranian 

Kurdestani Modified Altman Model [23] 

x6 Ratio of total debts to total assets 
Ohlson [30], Beaver[4], Zmijewski [51], Flamer [17], Grice 

[18], Wallace [47], Farajzadeh Genetic Model [16] 

x7 Ratio of current debts to current assets Ohlson [30] 

x8 Ratio of net profit to total assets 
Beaver [4], Deakin [13], Ohlson [30], Zmijewski [51], Wallace 

[47] 

x9 Ratio of operating cash flow to total debt Ohlson [30] 

x10 Changes in net profit Ohlson [30] 

x11 Pre-tax profit to current debt Springate [43] 

x12 Cash Flow to Total Assets Beaver [4], Deakin [13], Wallace [47] 
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Table 1: Continue 

Sym-

bol 
Financial Ratio Researchers 

x13 Current assets to current debts Zmijewski [51], Deakin [13], Wallace [47] 

x14 Equity capital to Total Assets CA_Score [26] 

x15 Sale of previous year to previous year assets CA_Score [26] 

x16 Current Assets to Total Assets Deakin [13] 

x17 Sales to current assets Deakin [13], Farajzadeh Genetic Model [16] 

x18 Cash Flow to Total Debt Fulmer [17], Mutchler [28] 

x19 Current assets to current debt Mutchler [28] 

x20 Total long-term debt to total assets Mutchler [28], Thai DA [5] 

x21 Earnings before Interest and taxes to net sales Mutchler [28], Farajzadeh Genetic Model [16] 

x22 Pre-tax profits to equity capital Fulmer [17] 

x23 Working capital to total debts Fulmer [17] 

x24 
Logarithm of Earnings before Interest and 

taxes 
Fulmer [17] 

x25 Current debt to total assets Thai DA [5], Philosophov [32] 

x26 Average inventory to sales Zavgren [50], Thai DA [5] 

x27 
Average accounts receivable to average inven-

tory 
Thai DA [5] 

x28 
(Cash Inventory + Short Term Investment) to 

total assets 
Thai DA [5] 

x29 Current assets to current debts Beaver [4], Thai DA [5], Wallace [47] 

x30 Operating Profit to (total assets – current debt) Thai DA [5] 

x31 Long-term debt to (total assets – current debt) Thai DA [5] 

x32 Sales to (Fixed assets + Net working capital) Thai DA [5] 

x33 Accumulated interest to total debt Shirata [40] 

x34 
Debt and equity capital of this year to debt and 

equity capital of the previous year 
Shirata [40] 

x35 

Ratio of interest expense to average sum of 

loans, debts, bonds, and Discounted docu-

ments 

Shirata [40] 

x36 
Average of sum of accounts and notes payable 

to sales 
Shirata [40] 

x37 
The difference between net income and oper-

ating cash flow to total assets 
Grice [18] 

x38 Interest to total assets Philosophov [32] 

x39 Immediate assets to total assets Farajzadeh Genetic Model [16] 

x40 Interest expense to gross profit Farajzadeh Genetic Model [16] 
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3.2.2 Adjusting Variables Based on Inflation 
 

In order to consider the effect of financial statements inflation, the general price level changes have 

been used, which is provided by the Central Bank of the Islamic Republic of Iran. To this end, « the 

total cost of consumer goods and services in urban areas » has been a measure of item adjustment. The 

first step in the homogenization (adjustment) of financial statements, is the separation of monetary and 

non-monetary items of the balance sheet and the profit and loss statement. To homogenize the fixed 

historical assets, since the fixed assets of corporations in Iran are depreciated on the basis of the depre-

ciation schedule under table 151 of the Direct Taxes Act, because the exact date of the getting and 

related changes them are not available, so the fixed assets of all the sample companies' financial state-

ments have been adjusted according to the following equation: 

𝐴𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑓𝑖𝑥𝑒𝑑 𝑎𝑠𝑠𝑒𝑡𝑠 𝑎𝑡 𝑏𝑎𝑙𝑎𝑛𝑐𝑒 𝑠ℎ𝑒𝑒𝑡 𝑑𝑎𝑡𝑒

=  𝐵𝑎𝑙𝑎𝑛𝑐𝑒 𝑜𝑓 2007 ×
𝐵𝑎𝑙𝑎𝑛𝑐𝑒 𝑆ℎ𝑒𝑒𝑡 𝐷𝑎𝑡𝑒 𝐼𝑛𝑑𝑒𝑥

𝐼𝑛𝑑𝑒𝑥 𝑜𝑓 2007

+ 𝐵𝑎𝑙𝑎𝑛𝑐𝑒𝑠 𝑐𝑟𝑒𝑎𝑡𝑒𝑑 𝑒𝑎𝑐ℎ 𝑦𝑒𝑎𝑟 ×
𝐵𝑎𝑙𝑎𝑛𝑐𝑒 𝑆ℎ𝑒𝑒𝑡 𝐷𝑎𝑡𝑒 𝐼𝑛𝑑𝑒𝑥

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐶𝑟𝑒𝑎𝑡𝑖𝑜𝑛 𝐷𝑎𝑡𝑒 𝐼𝑛𝑑𝑒𝑥
 

(1) 

 

The accumulated depreciation homogenization is as follows: 

𝐴𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝑎𝑐𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑒𝑑 𝑑𝑒𝑝𝑟𝑒𝑐𝑖𝑎𝑡𝑖𝑜𝑛

=  
𝐻𝑖𝑠𝑡𝑜𝑟𝑖𝑐𝑎𝑙 𝑎𝑐𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑒𝑑 𝑑𝑒𝑝𝑟𝑒𝑐𝑖𝑎𝑡𝑖𝑜𝑛

𝐹𝑖𝑥𝑒𝑑 𝑎𝑠𝑠𝑒𝑡𝑠 (ℎ𝑖𝑠𝑡𝑜𝑟𝑖𝑐𝑎𝑙)
 ×  𝐴𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑓𝑖𝑥𝑒𝑑 𝑎𝑠𝑠𝑒𝑡𝑠 

(2) 

 

Realization of costs and sales are assumed to be uniform throughout the year, so the average index per 

year is applied. The depreciation expense each year is calculated proportion to the cost of previous 

assets and assets acquired during that year and adjusted in the same proportion. The inventory of the 

first commodity and the end of the period were adjusted according to the first index and the average 

over the year, respectively. The following equation has been used to adjust investments and other assets: 

𝐴𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝑎𝑚𝑜𝑢𝑛𝑡 𝑎𝑡 𝑏𝑎𝑙𝑎𝑛𝑐𝑒 𝑠ℎ𝑒𝑒𝑡 𝑑𝑎𝑡𝑒

=  𝐵𝑎𝑙𝑎𝑛𝑐𝑒𝑠 𝑐𝑟𝑒𝑎𝑡𝑒𝑑 𝑒𝑎𝑐ℎ 𝑦𝑒𝑎𝑟 ×
𝐵𝑎𝑙𝑎𝑛𝑐𝑒 𝑆ℎ𝑒𝑒𝑡 𝐷𝑎𝑡𝑒 𝐼𝑛𝑑𝑒𝑥

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐶𝑟𝑒𝑎𝑡𝑖𝑜𝑛 𝐷𝑎𝑡𝑒 𝐼𝑛𝑑𝑒𝑥
 

(3) 

Cost of sold goods is adjusted as follows: 

𝐶𝑜𝑠𝑡 𝑜𝑓 𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝑠𝑜𝑙𝑑 𝑔𝑜𝑜𝑑𝑠

= (𝐻𝑖𝑠𝑡𝑜𝑟𝑖𝑐𝑎𝑙 𝑐𝑜𝑠𝑡 𝑜𝑓 𝑠𝑜𝑙𝑑 𝑔𝑜𝑜𝑑𝑠 − 𝐻𝑖𝑠𝑡𝑜𝑟𝑖𝑐𝑎𝑙 expense 𝑜𝑓 𝑑𝑒𝑝𝑟𝑒𝑐𝑖𝑎𝑡𝑖𝑜𝑛 )

×
𝐵𝑎𝑙𝑎𝑛𝑐𝑒 𝑆ℎ𝑒𝑒𝑡 𝐷𝑎𝑡𝑒 𝐼𝑛𝑑𝑒𝑥

𝐼𝑛𝑑𝑒𝑥 𝑜𝑓 𝑡ℎ𝑒 𝑏𝑒𝑔𝑖𝑛𝑛𝑖𝑛𝑔 𝑜𝑓 𝑡ℎ𝑒 𝑦𝑒𝑎𝑟

+  𝐴𝑑𝑗𝑢𝑠𝑡𝑒𝑑 expense 𝑜𝑓 𝑑𝑒𝑝𝑟𝑒𝑐𝑖𝑎𝑡𝑖𝑜𝑛 

(4) 

 

All monetary items including receivables accounts and documents, cash and bank balance, payable 

accounts and documents and advances, received financial facilities, income tax payable, long-term 

debts and compensated absences are not adjusted. To reflect the effects of inflation on monetary items, 

profits (losses) of keeping monetary items (purchasing power) were calculated. 
 

3.2.3 Choosing the Main Variables 
 

A variable is a concept that is assigned more than two or more values or numbers. In other words, the 

variable refers to features that can be viewed or measured. And replaced two or more values or numbers 

[12]. In order to select the main variables (features) in this study, the LARS algorithm is used as a 
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feature selection method out of 40 technical variables that are given as input predictor variables to the 

system, the variables which increase the accuracy of bankruptcy predictions. In general, feature selec-

tion methods are divided into three categories: filtering, covering, and hybrid. LARS algorithm is one 

of the covering methods that classify the feature according to the learning process and selects an optimal 

subset from all the features offered to it. Benefits of the feature selection process include increased 

accuracy and speed in implementing predictive techniques, elimination of Extraneous and irrelevant 

data and Increasing the intelligibility of models used. The final variables of this research were extracted 

using LARS algorithm to predict the bankruptcy of companies according to the adjusted financial ratios 

based on the General Price Index in table of Table 2: 

Table 2: The Final Variables to Predict The Bankruptcy 

Symbol Financial Ratio 

x1 Ratio of accumulated profits to total assets 

x3 Ratio of Earnings before Interest and taxes to total assets 

x6 Ratio of total debts to total assets 

x8 Ratio of net profit to total assets 

x32 Sales to (Fixed assets + Net working capital) 

x40 Interest expense to gross profit 

 

3.2.4 Model Estimation and Comparison Based on SVM and Naive Bayesian Algorithms 

In order to predict bankruptcy based on financial ratios (adjusted data based on inflation), by two algo-

rithms of support vector machine (SVM) which has performed well in solving classification problems 

and became popular in recent years in developed countries to predict financial distress and bankruptcy, 

and the Naive Bayesian algorithm, which is one of the Most usable statistical models to identify prob-

able relationships to predict or evaluate, were used, and after the construction of the model, the Bank-

ruptcy Predictive Power of Estimated models are compared with each other. 

 

4 Least Angle Regression Algorithm 

Suppose we want to find a linear relationship between a number of potential variables and a response 

variable, that is, to construct a model for the relationship between them. The LARS algorithm is a tool 

to determine which variables should be included in the model, along with the coefficients of each vari-

able [15]. Here's how LARS works: 

1. For simplicity, we assume that we have standardized our explanatory variables mean and variance 

to zero and our response variable mean is also zero. 

2. There are no variables in the model at startup. 

3. The variable 𝑥1 is found to have the highest correlation with the residuals (note that the highest 

correlation with the residuals is equivalent to the lowest residual angle). 

4. The direction of this variable is followed to the extent that the other variable (𝑥2) has the same 

correlation. 

5. At this point the movement begins in a direction where the residual has a correlation equal to 𝑥1and 

𝑥2(in other words, the residual builds an angle equal to two variables) And the move goes on until a 

variable like 𝑥3, builds a correlation equal to the residual. 

6. Likewise, the work continues until we know that our model has grown sufficiently. 

 for example in the diagram below, 𝑥1 and 𝑥2 are our variables and the answer is y. 

Our model starts at π
0
. The residual (π

1
𝑦 vector), makes a smaller angle with 𝑥1 in comparison to 𝑥2, 

so we move in the direction of 𝑥1. At point π
1
, the residual angle is equal to 𝑥1 and 𝑥2. 
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Therefore, a new movement begins in a new direction where this angle equality (correlation equality) 

is maintained. If there were other variables, the direction will change again to make an angle equal to 

the residual, and the work will continue. 
 

5 Support Vector Machine (SVM) 

This algorithm finds a specific type of linear models that ensures the highest margin of the hyper plane. 

Maximizing the margin of the hyper plane will maximize the separation between classes. The nearest 

training points to the maximum margin of the hyper planes are called the support vectors. These vectors 

are used only to delineate the boundary between classes [41]. Support vector machines have the follow-

ing properties: 

1– Classifier design with maximum generalization 2- Reaching the overall optimal point of the func-

tion 3– Automatic determination of optimal structure and topology for the classifier 4- Modeling non-

linear differentiation functions using nonlinear cores and the concept of internal multiplication in Hil-

bert spaces. If the data are linearly separated, SVM trains linear machines to produce an optimal level 

that separates the data without error and with the maximum distance between the plane and the nearest 

training points (support vector If the training points are defined as [𝜒𝑖 . 𝑦𝑖] and the input vector as 𝜒𝑖 ∈

𝑅𝑛, and the value of class 𝑦𝑖 as i = 1,..., L = {- 1,1}, then in a situation where data can be linearly 

separated, the rules that separate binary decision making are as follows : 
 

Y= 𝑠𝑖𝑔𝑛 (Σ(𝑥.𝑥𝑖)+𝑏) (5) 

In which 𝑦 is the output of the equation, 𝑦𝑖 is the class value of the teaching sample, and 𝑥𝑖  indicates 

the internal multiplication. x = ( 𝑥1 , 𝑥2 . … .  𝑥i ) vector indicates an input data and i = 1, … , n and 

𝑥𝑖 vectors are the support vectors. ai and b parameters determine the hyper plane. If the data are not 

linearly separated, then the relation is changed as follows: 

Y= 𝑠𝑖𝑔 𝑛 (Σ(𝑥.𝑥𝑖)+𝑏) 
(6) 

𝑘(𝑥. 𝑥𝑖) function is a Kernel function which generates internal multipliers to create machines with dif-

ferent types of nonlinear decision levels in the data space [35]. 
 

6 Naive Bayesian Algorithm 

The Bayesian theorem is a method of probabilistic calculation in which the probability of an event 

occurring in the future depends on an event that has already occurred. This theory is capable of self-

learning in a widely used intelligent system. Bayesian theory can be used to predict future events based 

on present events according to statistics and probability theory. The Naive Bayesian classification is 

based on the Bayes theorem and the assumptions of independence between predictors. A Bayesian 

model is simple and easy build, and without complex duplicate parameters it will be useful for very 
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large datasets. Despite its simplicity, the Bayesian category is often interesting and widely used. Naive 

Bayesian theorem provides the posterior probability calculation method P(x|c. P(c|x). P(c). P(x)), the 

Naive Bayesian classification assumes that the effect of the value of a(x) prediction on a(c) data class 

is independent of the values of the other predictors. This is the assumption of conditional independence 

of the class. 

 
P(c|x) is the posterior probability of the predictor (feature) class (target). 

P(c) is the previous probability of class. 

P(x|c) is the probability that the predictor class probability is given. 

P(x) is the former probability of the predictor [46]. 

 

7 Research Findings 
 

The results of the methodology are provided as follows.  
 

7.1 Descriptive Statistics 

Descriptive statistics include a set of methods for collecting, summarizing, classifying, and describing 

numerical facts. Descriptive statistics of the research variables are presented in Table. 3. 
 

Table 3: Descriptive Statistics of The Research Variables 

Symbol Financial Ratio Mean s.d Maximum Minimum 

x1 Ratio of accumulated profits to total assets -0.161 0.559 0.498 -3.833 

x3 Ratio of Earnings before Interest and taxes to total assets 0.015 0.124 0.619 -0.801 

x6 Ratio of total debts to total assets 0.729 0.378 2.908 0.039 

x8 Ratio of net profit to total assets -0.029 0.134 0.331 -0.869 

x32 Sales to (Fixed assets + Net working capital) -0.074 0.628 2.439 -2.887 

x40 Interest expense to gross profit -0.058 0.060 ۰ -0.345 

 

In Table 3, some concepts of descriptive statistics are presented including observations, mean, mini-

mum, maximum, and standard deviation. The main central index is the mean, which represents the 

equilibrium point and gravity of the distribution and is a good indicator for representing data centrality. 

For example, the variable mean value of the ratio of Earnings before Interest and taxes to total assets is 

equal 0.015, indicating that most data are focused around this point. Minimum and maximum are sta-

tistical indices that indicate the Scope of data changes in a community.  

According to the results, the minimum value for the ratio of Earnings before Interest and taxes to total 

assets is -0.801, which indicates the minimum value among the data, and the maximum value for the 

ratio of Earnings before Interest and taxes to total assets is 0.619, indicating the maximum value among 

data. Standard deviation is one of the most important dispersion parameters and a measure for dispersion 

is the observation from mean and its value for the ratio of Earnings before Interest and taxes to total 

assets variable is 0.124. 
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7.2 Prediction Models 
 

1- Estimated model based on support vector machine algorithm (SVM) 

Based on the model and estimates from the SVM algorithm (as shown in Table. 4), the overall prediction 

accuracy is 99.4%, and in addition, in the SVM algorithm, the model has the ability to predict 100% of 

healthy and 97% of bankrupt firms. 
 

Table 4: Prediction Accuracy Based on Support Vector Machine Algorithm (SVM) 

Bankruptcy Prediction Healthy Bankrupt Total 

Correct Prediction Percentage 100% 97.5% 99.4% 

False Prediction Percentage 0% 2.5% 0.6% 

 

In addition, Fig 1 shows the comparison of the predicted amount for the cost function (the classification 

error) in the proposed model and the actual values. The cost function output Figs of the actual model 

are very close to the cost function Figs of the designed model and have high overlap, so the mean 

squared error (MSE) is minimal, indicating high accuracy of the designed model classification. 

 

 

Fig. 1: Comparison of Forecast Value for Cost Function (squared error) in Proposed Model and Actual Values 
 

In Fig. 2, the 3D space of the model designed by the SVM algorithm is plotted. 

 
 

 
Fig. 2 : Three- Dimensional Graph of the Proposed Model Based on SVM Algorithm 
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7.3 Estimated model based on the Naive Bayesian algorithm 
 

Based on the model and estimates of the Naive Bayesian algorithm, the overall prediction accuracy is 

95.1%. In addition, the algorithm has the ability to predict 98% of healthy and 93% of bankrupt firms. 

 
 

Table 5: Prediction Accuracy Based on Naive Bayesian Algorithm 
Bankruptcy Prediction Healthy Bankrupt Total 

Correct Prediction Percentage 98.5% 93.0% 95.1% 

False Prediction Percentage 1.5% 7.0% 4.9% 

 

As can be seen, the overall prediction accuracy of the SVM is higher than the Naive Bayesian model 

and this demonstrates the much greater power of the SVM in generalizability. 

 

8 Conclusion 

Bankruptcy prediction is one of the most important researches in the financial field because having a 

proper understanding of the probability of bankruptcy and taking timely actions can reduce or avoid the 

high costs of bankruptcy. Banks and credit rating institutions usually use these models to make credit 

decisions and assign ratings. Predicting bankruptcy and then finding the roots of the problem and solv-

ing it can yield very satisfying results. One way to do financial analysis is by examining the types of 

financial ratios and trends that focus on historical information. Since the financial ratios are extracted 

and calculated from the items in the balance sheet and the profit and loss statement of the entity, there-

fore, some key financial ratios are significantly different from the historical items after the historical 

financial statements are homogenized. Given the importance of inflation and in particular its impact on 

items in the financial statements, it can damage the financial reporting based on historical cost, which 

requires further study. Therefore, the purpose of this research was to predict the bankruptcy of compa-

nies according to adjusted financial ratios based on price index. We have tried to use all the financial 

ratios used in the various models available in financial bankruptcy forecasting to design the bankruptcy 

forecasting model. Therefore, considering the multiplicity of financial ratios used in this study as input 

predictor variables, the LARS algorithm was used to identify the effective variables. And the best bank-

ruptcy predictor ratios were selected as follows from among the key variables of financial statements 

and based on theoretical foundations for designing the model: 

1- The ratio of total debts to total assets 

2- The ratio of accumulated profit to total assets 

3- The ratio of net profit to total assets 

4- Sale to (fixed assets + net working capital) 

5- Interest cost to gross profit 

6- The ratio of profit before interest and taxes to total assets 

This point is important in examining these ratios, which are based on balance sheet items and as a result, 

their adjustment based on inflation growth rate is more effective. Also, after selecting the effective 

financial ratios through the Lars algorithm, Naive Bayesian algorithms and support vector machines 

were used to derive a high-precision model with the least error in identifying healthy and bankrupt 

companies.  the results of this study showed that The support vector machine model can be a very 
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powerful alternative to the New Bayesian algorithm. In fact, the research findings showed thatthe over-

all accuracy of the model designed by the support vector machine algorithm is significantly higher than 

the overall accuracy of the model designed by the Naive Bayesian algorithm. In particular, the results 

showed that the generalization power of the support vector machine model is much higher than the 

model designed by the Naive Bayesian algorithm. In other words, in the years before bankruptcy, the 

model developed by the support vector machine algorithm can be used more reliably to predict or for 

credit rating. The findings of this study need to be compared with existing scientific and theoretical 

views in order to reach a favorable conclusion.  

The results of this study confirm the research of Hui and Sun [19], Lee and to [25], Xei et al. [48], Jae 

[20] and Raee and Falahpour [35] on the ability of support vector machine algorithm in predicting 

bankruptcy. Given the research findings and the high power of the models extracted in this study, using 

them can help investors to choose an optimal portfolio and help creditors avoid lending to companies 

with high risk of bankruptcy. Overall, it can be said that by using the results of this study as the first 

step and taking preventive measures, we can effectively prevent companies from going bankrupt and 

also reduce the amount of future damage, of course, if the root and causes of the problem are also 

addressed after the prediction. Therefore, this and other similar research will be able to confront ac-

counting and economics thinkers with the idea that they can also look at accounting information from 

a macroeconomic perspective. Also, banks and other financial institutions can use these models to make 

more accurate and scientific credit decisions, especially banks that intend to implement the internal 

rating approach of Basel Statements No.2. 
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