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ABSTRACT 

Profitability as the most important factor in decision-making, has always been 

considered by stakeholders in the company's profitability. Also can be a basis 

for evaluating the performance of the managers. The ability to predict the 

profitability can be very useful to help decision-makers. That's why one of the 

most important issues is the expected profitability. The importance of these 

forecasts depends on the amount of misalignment with reality. The amount of 

deviation is less than the forecast of higher accuracy. Although there are various 

methods for predicting but the use of artificial intelligence techniques is 

increasing due to fewer restriction. The aim of this study is to evaluate the 

predictive power of profitability using DEA and neutral network, to enhance the 

decision-making users of 2012 to 2015of 7 premier financial ratios were used as 

independent variables. Test results show that both of ANN and DEA have ability 

to forecast profitability and given that neutral network prediction accuracy is 

higher than the DEA, the model predict better the profitability of companies. 

 

 

1 Introduction 

 
Financial statement analysis is often undertaken to provide insight on the future profitability of the 

firm. Return on assets (ROA) is one of the most popular measures used to assess firms’ future 
profitability. Financial statement analysis textbooks suggest that disaggregating the return on assets 

into asset turnover and profit margin can increase the ratio’s usefulness by providing information 
about industry characteristics, firms’ strategies, and firms’ performance. Fairfield and Yohn document 
that disaggregating change in return on assets into change in asset turnover and change in profit 

margin can be useful in forecasting profitability. They show that change in asset turnover is the 

primary driver of their results. We investigate the usefulness of those traditional financial statement 

analysis tools for the oil and gas industry. However, traditional ratio analyses may not provide the 

same insights for future profitability of firms that engage in oil and gas production due to a long time 

horizon between initial investment and the realization of benefits from the investment, and because of 

the capitalization of exploration (EXP) cost. Due to the long time horizon and the capitalization of 

EXP costs for oil and gas firms, we propose an efficiency measure using data envelopment analysis 

(DEA). We examine the incremental usefulness of our proposed efficiency measure over the 

components of change in return on assets in forecasting changes in future profitability.  
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Traditional financial ratios such as ROA and its components are likely to reflect success in resource 

utilization and performance. However, historical cost based accounting information and traditional 

financial metrics may be less effective in reflecting efficiencies in acquisition, exploration and 

development activities of oil and gas companies. Although providing supplemental oil and gas 

reserves could mitigate such a deficiency in the financial reporting model of oil and gas firms, they do 

not address the differential ability among oil and gas firms in converting investments in acquisition, 

exploration and development into oil and gas reserves. Our study fills such a gap by proposing and 

testing an efficiency measure for acquisition, exploration and development activities using DEA 

methods.  

DEA is a Linear-Programming (LP) based approach used to evaluate the relative efficiency of a set of 

peer organizations called decision making units (Talluri). Using LP, DEA can compute a relative 

efficiency between zero and one for each decision making unit (DMU), with consideration of 

financial and non-financial inputs and outputs. Hence, performance measures generated during 

investments in acquisition, exploration and development of oil and gas reserves may be defined as 

inputs and outputs, and used to formulate efficiency. Then, by solving the LP, the DEA provides an 

optimal value of efficiency for each DMU. In this way, decision makers can quantitatively evaluate 

the relative performance of each oil and gas firm based on reserve acquisition, exploration and 

development activity information, which is provided in the footnotes to the financial reports. This 

relative efficiency may improve investors’ ability to predict financial performance of oil and gas firms 
beyond traditional financial performance metrics.  

We find that current change in asset turnover is positively associated with future change in return on 

assets and future change in operating income when we examine the whole sample from the oil and gas 

industry and firms that use the successful efforts method for EXP costs (SE firms). This is consistent 

with Fairfield and Yohn. However, we find that change in asset turnover is not useful in forecasting 

future profitability for firms that use the full cost method for EXP costs (FC firms). Also, the amount 

of reserves reported in the financial statement footnotes is useful in predicting future profitability for 

SE firms but not for FC firms. Unlike change in asset turnover, our DEA based efficiency measure is 

useful in predicting future profitability for both FC firms and SE firms of the oil and gas industry. In 

addition, we find that current change in profit margin is negatively associated with future change in 

return on assets and future change in operating income, which is inconsistent with Fairfield and Yohn. 

Artificial neural networks have increased attention for solving many real complex world problems. 

ANN compared to traditional methods have solved many complex problems successfully where 

traditional methods have failed. In addition, numbers of research and development works are 

increasing rapidly in recent years. A lot of research about Artificial Neural networks dealt with 

predicting and decision making problems in last few decades. These researches have improved and 

developed in methods of forecasting which led to make better decisions. Many forecasting and 

decision modeling problems have used ANN as solving process. Artificial neural networks have 

strong potential advantages over than statistical methods and can be strongly deal with non-linear 

functions. Hawley, Johnson, and Raina were one of the first who have applied neural networks in real 

business world [2]. 

In the last ten years, neural network is particularly applicable to risk management and forecasting [3]. 

ANN also has property of non-linear behavior where it can estimate non-linear functions well and 

extract any remaining of non-linear elements from the data as well [4], [5]. Hornik [6] has found that 

artificial neural networks are able to make the best approximation functional form as long as use good 

data characteristics. In addition, ANN has potential power to transform the input data [7]. Kang [8] 

found that artificial neural networks give better forecasting in monthly and quarterly period than in the 

annual. However, recent studies including our study on artificial neural networks have proved the 

opposite. Artificial neural network has strong ability to generate fitting to the data as good as the fit of 
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the true functional forms where’s performed with high noise and low sample sizes by high reliability 

[9]. Artificial neural network has ability to provide good solution, of which regenerate an existing 

system behavior that leads to right decision-making [10]. Crone [11] and Wang [12] have found that 

artificial neural network training is able to inaugurate the behavior of the original system. They 

applied that successfully to predict cost of manufacturing, control of system quality, etc. 

 

2. Literature review, institutional context and hypothesis development 

 

Earnings are said to be of higher quality when they provide more information about the features of a 

firm’s financial performance for decision making. Earnings quality thereby depends on the specific 
situation. This makes the term earnings quality conditional on the frame of reference. Even though a 

vast stream of accounting research on earnings quality demonstrates its consequences, for instance, on 

stock prices and returns, cost of capital, or information asymmetry, little is known of how earnings 

quality impacts the forecast accuracy of ratio-based forecast models. Earnings quality is jointly 

determined by both the accounting system and by the firm’s fundamental performance (Barth et al). 

Accordingly, if a firm experiences a change, either in its operating profitability or in its accounting 

system, it might also have an impact on earnings quality or, as a result, on the accuracy of an earnings 

forecast model. By omitting one of these partly joint earnings quality determinants, forecast models 

might lose information which lowers the explanatory power. 

Previous forecast models in the FSA literature predominantly focus on firms’ performance without 
considering the influence of the accounting system. However, the earnings quality literature presents 

growing evidence that firm performance and the accounting system both affect future profitability and 

market reactions. For example, Lipe and Sloan find differences in the persistence of earnings 

components, suggesting that forecasts should weigh the influence of each component differently. 

Amir et al. provide evidence that the market reacts differently to the conditional and unconditional 

persistence of DuPont ratios. Another approach analyzing the impact of earnings quality on firms’ 
future profitability is the examination of the total magnitude of accruals or the error term from 

regressing accruals on their economic drivers. Xie observes that non-discretionary accruals have more 

predictive ability than residuals from the Jones model for explaining one-year-ahead earnings. 

Dechow and Dichev conclude that accrual quality is positively related with earning quality proxies. 

These studies suggest that an extreme magnitude of accruals decreases earnings persistence and, 

ultimately, forecast accuracy. To this extent, Tucker and Zarowin find that firms which actively 

manage the smoothness of earnings (firms with a stronger negative correlation between discretionary 

accruals and earnings) provide earnings with more information about future earnings. 

A further group of studies on earnings quality examines the consequences of the accounting system. 

Research investigates how the selection of accounting principles impacts the quality of accounting 

numbers disclosed in firms’ financial statements. In this vein, great effort has been undertaken to 
understand the impact of conservative accounting on earnings and profitability ratios. Conservatism is 

broadly interpreted as the choice of accounting treatments that are likely to understate net assets and 

cumulative income. More recent research distinguishes between unconditional and conditional 

conservatism. Unconditional conservatism reflects the application of conservative accounting policies 

(e.g. expenditure of R&D and advertising) whereas conditional conservatism is event driven. 

Normative and empirical research examines how the joint influence of conservative accounting and 

growth in investments affect earnings quality. Under conservative accounting, firms build reserves 

and understate their reported earnings when investments in operating assets increase. In contrast, if 

investments decrease, built reserves could get released. Either way, changes in growth under 

conservative accounting affect earnings quality due to earnings becoming temporarily bloated or 
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inflated. Ignoring these changes could consequently distort forecasts which naively fixate on earnings 

as reported in the financial statements. [1] find that the association of conservatism in combination 

with growth and future book return on equity is less negative for firms with higher investments. [5] 

developed a diagnostic measure that captures the joint effect of conservative accounting and growth 

on earnings quality. The diagnostic measure predicts differences of firms’ future profitability and 
stock returns, indicating the usefulness of information on earnings quality in forecast models [2]. 

They analytically and empirically investigate the joint effect of conservatism and growth on return on 

investments (ROI). Explaining the joint impact of both variables on future ROI, they find that these 

two variables are substitutes. They argue that, under conservative accounting, growth not only tends 

to lower ROI, but also initiates a downward effect where more conservatism further magnifies this 

joint effect. This contradicts previous beliefs regarding how conservatism and growth interact. 

 

3. Methodology 

 

3-1- Data Envelopment Analysis (DEA) 

  

 DEA is a data-oriented tool that uses LP to evaluate the efficiency levels of multiple homogeneous 

organizations, or DMUs. The DEA tool first identifies inputs and outputs for a given set of peer 

organizations. Then it defines the relative efficiency of a DMU. Using the ratio of the weighted 

outputs to the weighted inputs for each DMU, the DEA tool attempts to maximize the relative 

efficiency for each DMU under the constraint that the efficiency of each DMU is less than or equal to 

one. To better explain the concept of DEA, we use the following notations:  

n = number of DMUs {j =1, 2, …, n};  

m = number of inputs {i =1, 2, …, m};  

s = number of outputs {r =1, 2, …, s};  

𝑦𝑟𝑗=positive quantity of 𝑟𝑡ℎ output of 𝑗𝑡ℎ DMU;  

𝑥𝑖𝑗=positive quantity of 𝑖𝑡ℎ input of 𝑗𝑡ℎ DMU;  

𝑢𝑟=weight of 𝑟𝑡ℎ output; and  

𝑣𝑖=weight of 𝑖𝑡ℎ input.  

The relative efficiency score of a specific j* (DMU) is given by solving the linear program shown 

below.  

Maximize: �𝑗0=Σ𝑢𝑟𝑦𝑟𝑗∗𝑠𝑟                                                                                                                   (1)    

Subject to  

Σ𝑢𝑟𝑦𝑟𝑗𝑠𝑟=1Σ𝑣𝑖𝑥𝑖𝑗𝑚𝑖=1 ≤1 for each DMU 𝑗                                                                                           (2) 

 

The objective function in equation (1) is to maximize the efficiency for a specific DMU, j* under the 

equation (2) constraint that the relative efficiency for each DMU is less than or equal to 1. The 

decision variables are weights 𝑢𝑟, for outputs and inputs, respectively. If the efficiency is unity, then 

the DMU is said to be efficient. Otherwise, it is said to be relatively inefficient. Equations (1) through 

(3) can be translated into a corresponding LP form through normalization of the denominator in the 

equation (1) objective function, as seen in equations (4) through (7).  

Max Σ𝑢𝑟𝑦𝑟𝑗∗𝑠𝑟                                                                                                                                     (3) 

subject to  

Σ𝑣𝑖𝑥𝑖𝑗∗𝑚𝑖=1                                                                                                                                          (4) 

Σ𝑢𝑟𝑦𝑟𝑗𝑠𝑟−Σ𝑣𝑖𝑥𝑖𝑗𝑚𝑖=1≤0   for all  j                                                                                                        (5)     

𝑢𝑟,>0 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑟,                                                                                                                     
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Thus, the objective function is the weighted sum of outputs in equation (4) while the weighted sum of 

inputs is constrained to be unity in equation (5). Based on the denominator normalization, 

Σ𝑣𝑖𝑥𝑖𝑗∗𝑚𝑖=1, the maximized objective function itself represents the efficiency of DMU j*. The 

model shown in equations (4) to (7) is referred to as the input-oriented multiplier model. This input-

oriented model is frequently used when the input factors are more manageable than the output factors. 

The model also implicitly assumes a positive linear relation between inputs and outputs, referred to as 

a constant return to scale (CRS). It should be mentioned here that optimally all DMUs are 

homogeneous when applying the DEA approach since DEA evaluates the relative efficiency of each 

DMU. Readers are encouraged to refer to Zhu for a detailed understanding of DEA theories and 

formulae.  

DEA has been used extensively for benchmark purposes in applied research. Borenstein, Becker and 

Prado evaluate the performance of 85 post office stores using both financial and non-financial inputs 

such as physical area, number of employees, etc. and outputs such as average waiting time in line, 

home delivery satisfaction rate, etc. They conclude that compared to a financial oriented analysis, the 

DEA-based benchmark provides more differentiation power across stores and allows more flexibility 

for future process improvement. Chen and Chen combine both DEA and the Balanced Scorecard 

(BSC) to evaluate the performance of 30 Taiwanese semi-conductor firms. They use the BSC to 

identify factors to be utilized in DEA. Cherchye et al. shows that DEA can be easily integrated into 

the development of another performance index. They use the efficiency from DEA to develop 

Composite Indicators (CIs) to work as a technology achievement index. Many references consistently 

support a DEA-based approach overcoming the disadvantages of a purely financial performance-

based analysis; and DEA can also be used to develop an index. Those successful DEA applications 

motivate us to adopt DEA-based efficiency measures to predict future profitability. and  is the 

original weight given to the indicator  

 

3-2- Artificial Neural Network (ANN)  

 

There are two types of data on which a neural network can be trained: time series data and 

classification data.  Examples of time series data were given in Section.  In contrast, classification 

data consist of n-tuples, where there are m attributes that are the network inputs and mn −  

classifications that are the network outputs
1
.  Forecaster parses time series data from a single column 

of newline-separated values within a text file (*.txt).  Forecaster parses classification data from 

multiple columns of comma-separated values within a comma-separated-values text file (*.csv). 

To create the examples in the form of <input, output> pairs referenced in Section 3Error! 

Reference source not found., first Forecaster parses the time series data from the file into a one-

dimensional array.  Second, any preprocessing the user has specified in the Neural Network Wizard 

(discussed in Section) is applied.  Third, as shown in Figure1, a moving window is used to create the 

examples, in this case for a network with four inputs and one output. 

In Figure1 (a), the network will be trained to forecast one step ahead (a step-ahead size of one).  

When a forecast is made, the user can specify a forecast horizon, which is the number of data points 

forecasted, greater than or equal to one.  In this case, a forecast horizon greater than one is called 

iterative forecasting—the network forecasts one step ahead, and then uses that forecast to forecast 

another step ahead, and so on.  Figure2 shows iterative forecasting.  Note that the process shown in 

Figure2 can be continued indefinitely. In Figure1 (b), the network will be trained to forecast four 

                                                        
1
 An example of a classification problem is real-estate appraisal, where the attributes may be acreage, view, and 

utilities, and the classification is price. 
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steps ahead.  If the network is trained to forecast n steps ahead, where 1>n , then when a forecast is 

made, the user can only make one forecast n steps ahead.  This is called direct forecasting and is 

shown in Figure3 for four steps ahead.  Note that the number of examples is reduced by 1−n . In 

Figure2 and Figure3, the last data points, saved for forecasting to seed the network inputs, are the last 

data points within either the training set or validation set, depending on which set is “closer” to the 
end of the data series.  By seeding the network inputs with the last data points, the network is making 

out-of-sample forecasts.  The training set and validation set are considered in-sample, which means 

the network was trained on them.  The training set is clearly in-sample.  The validation set is in-

sample because the validation error determines when training is stopped (see Section for more 

information about validation error). 

 

 
(a) 

 
(b) 

Figure1 Creating examples with a moving window for a network with four inputs and one output.  

In (a), the step-ahead size is 1; in (b), the step-ahead size is 4. 

 
(a) 

 

 
(b) 

Figure2 Iteratively forecasting (a) the first forecast and (b) the second forecast.  This figure 

corresponds to Figure1 (a). 

 
Figure3 Directly forecasting the only possible data point four steps ahead.  This figure 

corresponds to Figure1 (b). 



Saberi et al.

 

 
 

 
Vol. 1(2) (2016), 

 
Advances in mathematical finance and applications  [101]             

 

  

4. Empirical results 

In the present study, the variables are calculated annually, so we have: 864 = 6 x 141, where 144 

represents the relationship between the number of companies in the sample and the number 6 

represents the study period (1388 1393), respectively. The number of firm-year observations from this 

study for each variable is equal to 864.  

Table 1: Data set 

 

N Range Minimum Maximum Mean 

Std. 

Deviation Variance Skewness Kurtosis 

Statistic Statistic Statistic Statistic Statistic Statistic Statistic Statistic 

Std. 

Error Statistic 

Std. 

Error 

P 846 1.00 .00 1.00 .1596 .36643 .134 1.862 .084 1.472 .168 

R1 846 5.95 -2.39 3.56 .0056 .99666 .993 .137 .084 -.009 .168 

R2 846 6.50 -2.94 3.56 -.0231 .99459 .989 -.151 .084 .054 .168 

R3 846 5.28 -2.37 2.91 .0096 .98817 .976 .071 .084 -.221 .168 

R4 846 .00 .00 .00 .0000 .00001 .000 .995 .084 20.315 .168 

R5 846 7.50 -3.75 3.75 .5860 1.06797 1.141 -1.918 .084 3.479 .168 

R6 846 5.59 -2.55 3.04 .0090 .98233 .965 .023 .084 -.221 .168 

R7 846 .00 .00 .00 .0000 .00003 .000 -9.104 .084 199.200 .168 

 

One of the assumptions of normality of the residuals of the regression model that represents the credit 

Kolmogorov-Smirnov test regression tests is continued using the normal distribution is related 

variables including variables studied. The normality of the dependent variable to normality of the 

residuals (difference between the estimated value of real values), respectively. So it is necessary to 

estimate the normality of the dependent variable parameters to be controlled and in case of non-

normal condition suitable solution for them (including conversion of it) would be taken. In this test 

the null hypothesis and the alternative hypothesis can be written as. 

 

Table 2: Analysis of the variable 

Var N Normal P Max D Z of 

K-S 
Sign 

Mean std  Abs Positive Negative 
R1 846 1.4452 0.93193 0.192 0.192 -0.151 0.192 .000c 

R2 846 29.3627 110.26731 0.395 0.363 -0.395 0.395 .000c 

R3 846 1.3307 0.59819 0.115 0.115 -0.074 0.115 .000c 

R4 846 751.8441 5708.58416 0.415 0.402 -0.415 0.415 .000c 

R5 846 0.1311 1.48926 0.376 0.376 -0.313 0.376 .000c 

R6 846 1.8132 1.02354 0.117 0.117 -0.077 0.117 .000c 

R7 846 3334643.07 12225089.2 0.393 0.388 -0.393 0.393 .000c 

 

Kolmogorov-Smirnov is seen as a possibility for financial ratios R1, R2, R3, R4, R5, R6 and R7 is 

lower than 05/0 The independent variables were not normal and should be looked normal. It should be 

noted in this study, normalization of independent variables, use Minitab software, which is Johnson's 

conversion results are in Appendix 3. Also to check the normality of the dependent variable of the P 
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Rian Jenior test is used when the test showed that the dependent variable, the predicted profitability is 

normally distributed. 

In this section, two-variable analysis of the study variables, correlation matrix in tables (2- 4) are 

provided.  

Table 3: Correlations 
 P R1 R2 R3 R4 R5 R6 R7 

P  1 .027 .052 .034 .045 .060 .021 .022 

  .431 .134 .326 .189 .080 .551 .521 

 846 846 846 846 846 846 846 846 

R1  .027 1 .056 .099** -.007 .052 -.004 -.003 

 .431  .102 .004 .830 .133 .912 .935 

 846 846 846 846 846 846 846 846 

R2  .052 .056 1 -.068* .013 -.283** -.035 -.034 

 .134 .102  .050 .716 .000 .311 .329 

 846 846 846 846 846 846 846 846 

R3  .034 .099** -.068* 1 .025 .094** .533** .018 

 .326 .004 .050  .467 .006 .000 .595 

 846 846 846 846 846 846 846 846 

R4  .045 -.007 .013 .025 1 .052 .055 -.136** 

 .189 .830 .716 .467  .130 .108 .000 

 846 846 846 846 846 846 846 846 

R5  .060 .052 -.283** .094** .052 1 .086* .051 

 .080 .133 .000 .006 .130  .013 .142 

 846 846 846 846 846 846 846 846 

R6  .021 -.004 -.035 .533** .055 .086* 1 .050 

 .551 .912 .311 .000 .108 .013  .148 

 846 846 846 846 846 846 846 846 

R7  .022 -.003 -.034 .018 -.136** .051 .050 1 

 .521 .935 .329 .595 .000 .142 .148  

 846 846 846 846 846 846 846 846 

**. Correlation is significant at the 0.01 level (2-tailed). 

*. Correlation is significant at the 0.05 level (2-tailed). 

 

The level of significance (P- Value) correlation coefficient between the variables in the table above, 

the second Drstr shown. If the level is significantly lower than 05/0, the correlation coefficient is 

statistically significant at the 95% confidence level. 

The result of the comparison in the table below is shown. 

  

Table 4: Comparisons 

Groups Ann Forecasting DEA Forecasting Difference 
Num Per Num Per Num Per 

Profitable 12 8.51 7 31.81 5 20 

Non-

profitable 
66 46.81 54 46.55 12 10.34 

sum 78 55.32 61 43.26 17 12.05 

 

   Above table shows that the percentage of correct prediction given by a Ann model for profitability 

level of 20, a higher percentage of correct prediction is provided by DEA. The percentage of correct 

prediction provided by the Ann to unprofitable levels by as much as 10% more than the forecast 

provided by data envelopment analysis is correct. Finally, we can say that Ann to the data 

envelopment analysis with 05/12 percent, higher accuracy in the prediction of profitability is much 

stronger. 
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5. Conclusions 

 

The main objective of this study was to compare two techniques are artificial neural network and data 

envelopment analysis capability and superior techniques for predicting the profitability of the 

Company's financial decision makers. Thus, according to the results obtained may be used technique 

ANN to different groups offered for the following purposes: 

• To investors to evaluate the company's future profitability in order to take appropriate 

decisions in buying or selling stocks 

• Capital market managers to assess the future profitability of the applicant companies to enter 

this market. 

• To managers and directors of companies with the aim of achieving an overview of the status 

of your company's profitability in order to take appropriate measures to address the problems 

underlying losses or reduced profits. 

• To banks and other creditors with the aim of reducing risk through assessment of future 

profitability and give preference to companies profitable lending. 

• The society and the government to use future profitability of companies in allocation visible 

from a distance. 
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