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ABSTRACT 

Predicting financial markets has always been one of the most challenging is-

sues, attracting the attention of many investors and researchers. In this regard, 

deep learning methods have been used a lot recently. Due to the desired results, 

such networks are always in development and progress. One of the networks 

that is being implemented in various fields is capsule network.This relatively 

new network uses structures called capsules, which makes better results than 

competing networks such as Convolutional networks in the problems such as 

image processing. The first time the classification capsule network was intro-

duced, it was able to attract a lot of attention with its success on MNIST 1data. 

In such networks, as in the other ones, the parameters are obtained by minimiz-

ing a loss function. In this paper, we first change the classification capsule net-

work to a regression capsule network by modifying the last layer of the net-

work. Then we use different information measures such as Kullnack-Leibler, 

Lin-Wang and Triangular information measures as a loss function, and com-

pare their results with wellknown models including Artificial Neural Network 

(ANN), Convolutional Network (CNN) and Long Short-Term Memory 

(LSTM) as well as common used loss functions such as Mean Square Error 

(MSE) and Mean Absolute Percentage Error (MAPE). Using appropriate accu-

racy metrics, it is shown that the capsule network using triangular information 

measure is well able to predict the price of bitcoin for the medium and long 

term period including 10, 90 and 180 days.So its forecast accuracy is 94% in 

the long term and 64% in the medium term. 

 

1 Introduction 

Forecasting financial markets is always a challenge due to the noise and the amount of information 

available[1],[2]. With the existence of economic, political, and psychological variables, financial mar-
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kets usually have a non-linear and chaotic trend[3],[4]. However, recent studies have shown that pat-

terns for prediction can be derived using appropriate forecasting tools, which in itself can lead to op-

portunities for profitability and risk management. There are a variety of methods to predict financial 

markets. Machine learning techniques are one of the most effective of these methods[5]. Indeed, pattern 

identification based on historical data using machine learning tools has been very success-

ful[6],[7],[4],[8],[9]. Although other forecasting methods, such as statistical methods, also have ac-

ceptable performance in predicting financial markets, many studies, which compared machine learning 

methods with statistical methods, indicated that machine learning methods are more powerful than sta-

tistical models for high-frequency data[10].It is a common belief that machine learning algorithms are 

able to identify patterns in a data set [11].Recently, significant advances have been made in machine 

learning methods and algorithms, so that a field such as deep learning on the subject of prediction has 

received attention[12],[13],[14],[15],[16],[17],[18]. Deep learning is an advanced version of machine 

learning that has the ability to extract more complex information and discover deep nonlinear relation-

ships and has therefore recently established itself in various fields, such as finance [5]. Various popular 

machine learning algorithms, including Artificial Neural Network (ANN), Support Vector Machines 

(SVM),Recurrent Neural Network(RNN), Long Short-Term Memory(LSTM), Convolutional NN 

(CNN), and random forest models have been widely used in price prediction[19],[20],[10].Depending 

on the application and the problem at hand, each of these methods has had some success[21],[22].On 

the other hand, since the first introduction of capsule networks and their success with MNIST data, it 

seems to have the potential to be successful for a variety of issues. As [23]has demonstrated, using the 

Capsule net improves the performance of stock movement prediction. In this paper, we use regression 

capsule networks that use various types of the loss function to forecast the price of bitcoin in the medium 

and long term and compare the results with other networks. The section of this article is as follows: 

In the second section, the financial market forecasting literature using machine learning, especially deep 

learning, is presented. In the third section, we provide an overview of capsule networks. In the forth 

section, we define some information measures to use them as loss functions in our findings. The fifth 

section, which is the forecasting and modeling section, includes 5 sub-sections in which we provide 

details of modeling from data and methodology to compare the results of the model. The final section 

is devoted to summarizing and concluding the analysis. 

 

2 Related works 
 

There are much and varied research related to forecasting financial markets using machine learning 

methods. In this section, we summarize some of this research. In the first part of this section, we discuss 

some of the work done on forecasting with deep learning methods, and in the second section, we explain 

about some research regarding bitcoin market forecasting using deep learning. 

Goodfellow et al. [24]in one study concluded that deep learning is a powerful tool in the context of the 

financial market. Fischer and Krauss[25]found that, in theory, deep learning tools, especially LSTM, 

are very suitable for analyzing multidimensional time series due to their long-term dependencies. Kor-

czak and Hemes[26]showed that in the FOREX exchange market, CNN compared to MLP has a signif-

icant rate of return. Hu et al.[27] built a hybrid model using LSTM, and by importing news reports, they 

were able to increase the accuracy of exchange market forecasting. Fischer and Krauss [28] applied 

LSTM to forecasting the movements of prices in the S&P 500 stocks. They concluded that LSTM net-

works outperform memory-free networks in terms of accuracy. Gonçalves et al. [29]. Using various 
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deep learning techniques in the foreign exchange market showed that although LSTM seems theoreti-

cally more predictable, CNN works better than it in practice.[30]introduced a new function that showed 

it performed better than its well-known competitors. The purpose of introducing this function was to 

gain more profitability in the Tehran Stock Exchange trading. They introduced this function as an effi-

cient function in practice. Research on financial market prediction using deep learning is very diverse 

and numerous. For example, one can refer to papers such as[31-35]. Much work has been done on 

bitcoin forecasting using deep learning, some of which we will mention below. 

[36]used the ANN and SVM methods to predict the bitcoin market and concluded that using SVM 

traders could obtain conservative returns by adjusting risk.[37]studied various types of learning meth-

ods, including deep neural networks, convolutional neural networks, long short-term memory, and so 

on for prediction of bitcoin price and concluded that among regression-based models, LSTM works 

better, but in classification, DNN outperformed the other prediction models. McNally et al. 

[12]compared machine learning methods, including RNN and LSTM, with statistical methods such as 

autoregressive integrated moving average (ARIMA). They indicated that LSTM performs better than 

ARIMA. Jang and Lee [14], in their studies, showed the efficiency of Model Bayesian Neural Network 

(BNN) compared to support vector regression and linear regression. Jang et al.[38] compared the LSTM 

model with linear regression, SVR and ANN, and showed that a rolling window LSTM model outper-

forms the others. Also, Shintate and Pichl[16] introduced a new model called random sampling and 

indicated that it worked better than LSTM.  Kim et al. [39] and Li et al.[40] predicted bitcoin fluctua-

tions using social data. There are papers that investigate the introduced machine learning techniques, 

such as k-means or vector quantization with various loss functions[41],[42],[43],[44]. In this paper, we 

intend to use different information measures as a loss function in deep learning algorithms and use them 

to predict. 

 

3 Capsule Network 

Capsule network was introduced to cover some of the weaknesses of CNN and was also able to show 

successful performance on MNIST data. We first give an overview of the capsule network structure in 

the main paper [42] and then explain the changes we have made to it for the purpose of the bitcoin 

market forecast.  

Fig. 1: Structure of Capsule Network Extracted From[42] 

It can be seen in Figure 1, taken from the main paper. The architecture of the main capsule network is 

as follows: The first layer is ordinary convolutional with 256, 9×9 kernels. In the second layer, called 
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Primary Caps, each capsule contains eight convolution units with a 9×9 kernel. At this point, the cap-

sules are multiplied by a weight matrix2to form the digit cap layer. Squashing and dynamic routing 

operations are performed in this layer. After the routing algorithm, the length of the output capsules is 

used for classification results. One can see [45] for more details. The following figure shows the general 

structure of the capsule Network that was implemented on MNIST data. In our problem where the 

output is a continuous vector instead of a class, and we are actually dealing with a regression problem, 

we proceed with the capsule architecture as follows: After completing the dynamic routing process, we 

use a dense layers an output layer with a neuron. This layer can extract the regression result. 

 

4 Information Measures as Loss Function 

In all optimization algorithms, the parameters are determined based on the loss function so that the loss 

function is minimized. Machine learning algorithms are no exception. In classification problems, the 

well-known loss function cross-entropy, and in regression problems, functions such as MSE and MAPE 

are known as loss functions in determining the values of model weights[46]. In this paper, a larger class 

of loss functions is introduced. This class includes some well-known information measures. Suppose 𝐹 

and 𝐻 are two distribution functions. General information is defined as follows: 

𝐺𝐼 =
1

𝐺′′(1)
∫ 𝐺 {

𝑑𝐹

𝑑𝐻
}  𝑑𝐻, (1) 

where 
𝑑𝐹

𝑑𝐺
 is the Radon-Nikodym derivative, 𝐺(. )is a univariate smooth function and 𝐺′′(1) ≠ 0 is the 

second derivative of 𝐺(. )at 1. Moreover, 𝐺𝐼 is well-defined if𝐺𝐼(1) = 0 and the first derivative of 𝐺 is 

smooth at 1. Thefirst property makes 𝐺𝐼 = 0 if and only if𝐹 = 𝐺.The second property ensures the as-

ymptotic statistical behavior, which is2𝑛𝐺𝐼𝑛 → 𝜒𝜈
2  as  𝑛 → ∞, where, 𝐺𝐼𝑛 denotes 𝐺𝐼 when instead of 

the distribution function, the empirical distribution function is used [47]. If𝐺(𝑢) = 𝑢log(𝑢), the famous 

Kullback-Leibler measure is obtained. It can be easily shown that the well-known information measures 

such as Pearson information, Triangular, Lin-Wang, etc. are a special case of Formula 1. Because of 

the well-defined general information, these measurements have the property of measuring the distance 

between two distributions, or even two vectors in a discrete state. In this paper, we use a number of 

these information measures including Kullback-Leibler, triangular and Lin-Wang as a loss function 

between two vectors. These information measures between discrete probability distributions𝑄 =

(𝑞1, 𝑞2, … 𝑞𝑛)and𝑃 = (𝑝1, 𝑝2, … 𝑝𝑛) are introduced below[48]. 

a) Kullback-Leibler information measure 

𝐷𝐾𝐿(𝑃, 𝑄) = ∑ 𝑝𝑖 log
𝑝𝑖

𝑞𝑖
∙        

 
(2) 

b) Triangular information measure 

𝐷𝑇(𝑃, 𝑄) = ∑
(𝑝𝑖 − 𝑞𝑖)2

𝑝𝑖 + 𝑞𝑖
. 

 

(3) 

c) Lin-Wang information measure 

𝐷𝐿𝑊(𝑃, 𝑄) = ∑ 𝑝𝑖 log
2𝑝𝑖

𝑝𝑖 + 𝑞𝑖
. (4) 

                                                                        
2Weights are learnable parameters of neural networks which control the strength of the connection between two neurons. In other words, 

weights determine how much input can affect output. 

https://en.wikipedia.org/wiki/Discrete_probability_distribution
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Now, by substituting the target and output values with the probability distributions p and Q, these 

measures can be considered as a loss function. Next, we predict the price of bitcoin based on networks 

using these loss functions and compare it with commonly used loss functions such as MSE, MAE, and 

MAPE. 

 

5 Experiment 

5.1 Datasets and Methodology 
 

In this paper, we used the bitcoin price data (USD), which can be provided easily from the link 

https://bitcoincharts.com/charts. The prices started daily from 10/01/2013 to 9/27/2020 and our goal is 

to predict them based on historical data. Assuming we have the data until the i-th day, our goal is to 

predict the price of the (i+m)-th day using the data sequence of [i-k to i], and we do this for different 

values of m including 10, 90, and 180.After pre-processing the data, including normalization and min-

imization, the training process begins. We use 70% of the data as a training set and the rest as a test set. 

In fact, we repeat the experiment ten times for the training set, and examine the model for the test set 

that provides the most accuracy for the training data and record it. The proposed method for predicting 

the bitcoin price is the regression capsule network (CapsNet) For the input data, the previous 225 data 

(k=225) is used, in the way that we transform the 225 by 1 input vector into a 15 by 15 matrix and use 

it as an input. The next layer is an ordinary convolution layer with 256 kernel number, 6 kernel size, 

and 1 stride. Then, the primary caps layer, where the features are divided into capsules, contains 32 

kernels of size 6 and stride 2. After that, the operation squashing is performed. The outputs are then 

multiplied by the weight matrix to constitute the digit caps layer, where the squashing and dynamic 

routing operations are applied, and in the last step, after reshaping, a dense layer with 1 number of 

neuron is applied in order to predict the price. 

 

5.2 Evaluation Metrics 

Although in a problem such as regression, the measure of accuracy and goodness of fit is the average 

value of a function of predicted and the actual value, because one of our goals is to compare different 

loss functions with each other, we use some criteria which are applicable in practice for investors. These 

criteria, which are defined as follows, are commonly-used in papers related to machine learning, such 

as[49]. 

Accuracy =
UT + DT

UT + UF + DT + DF
∙  (5) 

 

Precision1 =
UT

UT + UF
∙ (6) 

 

Precision2 =
DT

DT + DF
∙  (7) 

 

Where UT is the number of times that the price increase, is correctly predicted. 

DT, is the number of times that the price decrease, is correctly predicted. 
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UF, is the number of times that the price increase, is incorrectly predicted. 

DF, the number of times that the price decrease, is incorrectly predicted. 

 

Table 1: Comparison of the Accuracy for the Predicted Price of the Next 10 Days 

 Criteria Precision1 Precision2 Accuracy 
Average 

Net Loss Train Test Train Test Train Test 

Caps Net 

Lin 0.63 0.61 0.65 0.58 0.63 0.61 0.62 

KL 0.60 0.60 0.68 0.60 0.61 0.60 0.62 

Mse 0.64 0.65 0.50 0.47 0.55 0.54 0.56 

Mape 0.61 0.62 0.56 0.52 0.59 0.59 0.58 

Tri 0.77 0.72 0.57 0.57 0.62 0.61 0.64 

 

ANN 

Lin 0.59 0.56 0.52 0.53 0.57 0.56 0.56 

KL 0.57 0.56 0.53 0.62 0.57 0.56 0.57 

Mse 0.56 0.55 0.52 0.24 0.56 0.54 0.50 

Mape 0.54 0.56 0.43 0.51 0.50 0.55 0.52 

Tri 0.57 0.55 0.46 0.45 0.52 0.53 0.51 

 

CNN 

Lin 0.60 0.55 0.48 0.45 0.54 0.52 0.52 

KL 0.61 0.59 0.58 0.74 0.60 0.61 0.62 

Mse 0.63 0.60 0.53 0.61 0.58 0.60 0.59 

Mape 0.55 0.55 0.43 0.45 0.53 0.54 0.51 

Tri 0.66 0.58 0.57 0.56 0.62 0.58 0.60 

 

LSTM 

Lin 0.59 0.55 0.58 0.49 0.59 0.55 0.56 

KL 0.60 0.60 0.48 0.49 0.53 0.55 0.54 

Mse 0.62 0.62 0.48 0.50 0.53 0.56 0.55 

Mape 0.55 0.55 0.43 0.43 0.52 0.53 0.50 

Tri 0.58 0.54 0.56 0.41 0.58 0.52 0.53 

 

 

Fig. 2: Comparison of Accuracy for the Predicted Price of the Next 10 Days 

 

5.3 Comparison Methods and Analysis 

For the purpose of evaluating the goodness of the proposed model, we perform an experiment with 

several powerful and frequently-used prediction models. These techniques include ANN, CNN and 
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LSTM. Each of them uses different five loss functions, including MSE, MAPE, Kullback-Leibler in-

formation measure (KL), Lin-Wang information measure (LW) and Triangular information measure 

(T). Tables 1 to 3 and Figures 2 to 4 show the Accuracy of predicted bitcoin price values based on 

different models as well as different loss functions. As can be seen, criteria with formula 5, 6 and 7 have 

been used. The goodness of predictability was also measured for both training data and test data. As 

mentioned in the previous sections, we performed the experiment ten times on the training data, and the  

 

      Table 2: Comparison of the Accuracy for the Predicted Price of the Next 90 Days 

 Criteria Precision1 Precision2 Accuracy 
Average 

Net Loss Train Test Train Test Train Test 

Caps Net 

Lin 0.69 0.98 0.73 0.71 0.70 0.69 0.75 

KL 0.70 0.70 0.70 0.69 0.70 0.69 0.70 

Mse 0.71 0.69 0.68 0.63 0.70 0.67 0.68 

Mape 0.62 0.63 0.43 0.43 0.46 0.45 0.50 

Tri 0.88 0.89 0.92 0.88 0.89 0.89 0.89 

 

ANN 

Lin 0.67 0.69 0.95 0.92 0.72 0.73 0.78 

KL 0.66 0.69 0.74 0.79 0.69 0.71 0.71 

Mse 0.68 0.71 0.75 0.70 0.69 0.70 0.71 

Mape 0.64 0.66 0.97 0.93 0.68 0.70 0.76 

Tri 0.74 0.76 0.75 0.76 0.74 0.76 0.75 

 

CNN 

Lin 0.70 0.70 0.71 0.82 0.71 0.73 0.73 

KL 0.63 0.64 0.77 0.94 0.65 0.66 0.72 

Mse 0.74 0.69 0.83 0.82 0.77 0.72 0.76 

Mape 0.65 0.64 0.74 0.95 0.67 0.67 0.72 

Tri 0.86 0.75 0.68 0.77 0.77 0.75 0.76 

 

LSTM 

Lin 0.65 0.66 0.69 0.60 0.66 0.64 0.65 

KL 0.63 0.65 0.91 0.68 0.66 0.66 0.70 

Mse 0.68 0.70 0.52 .050 0.59 0.59 0.52 

Mape 0.64 0.66 0.86 0.72 0.67 0.67 0.70 

Tri 0.67 0.72 0.71 0.69 0.68 0.71 0.70 

 

 

Fig. 3: Comparison of the Accuracy for the Predicted Price of the Next 90 Days 
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      Table 3: Comparison of the Accuracy for the Predicted Price of the Next 180 Days 

 Criteria Precision1 Precision2 Accuracy 
Average 

Net Loss Train Test Train Test Train Test 

Caps Net 

Lin 0.85 0.86 0.80 0.80 0.84 0.84 0.83 

KL 0.72 0.73 0.98 0.96 0.76 0.76 0.82 

Mse 0.95 0.95 0.80 0.76 0.88 0.86 0.87 

Mape 0.61 0.64 0.00 0.00 0.61 0.64 0.42 

Tri 0.95 0.96 0.95 0.89 0.95 0.93 0.94 

 

ANN 

Lin 0.72 0.73 0.91 0.89 0.75 0.76 0.79 

KL 0.72 0.73 0.90 0.88 0.75 0.75 0.79 

Mse 0.71 0.71 0.80 0.76 0.73 0.71 0.74 

Mape 0.72 0.72 0.95 0.93 0.75 0.75 0.80 

Tri 0.74 0.75 0.80 0.77 0.75 0.76 0.76 

 

CNN 

Lin 0.82 0.85 0.74 0.80 0.79 0.83 0.81 

KL 0.70 0.71 0.99 0.96 0.74 0.74 0.81 

Mse 0.90 0.92 0.60 0.58 0.74 0.72 0.74 

Mape 0.68 0.68 0.98 0.94 0.71 0.70 0.78 

Tri 0.89 0.95 0.80 0.76 0.85 0.86 0.85 

 

LSTM 

Lin 0.73 0.70 0.77 0.55 0.73 0.65 0.69 

KL 0.72 0.70 0.73 0.55 0.72 0.65 0.68 

Mse 0.72 0.81 0.52 0.48 0.64 0.61 0.63 

Mape 0.77 0.75 0.53 0.50 0.65 0.63 0.64 

Tri 0.73 0.74 0.80 0.74 0.74 0.74 0.75 

 

 

Fig. 4: Comparison of the Accuracy for the Predicted Price of the Next 180 Days 

 

weights that provided the most accuracy on the training set were applied to the test set for comparison. 

The last column in the tables, average, shows the average of the forecast criteria. The bold row in the 

tables indicates the row that has achieved the highest average of accuracy. Table 1 shows the predicted 

price for the next 10 days. As can be seen, the capsule net with the triangular loss function has the 

highest accuracy among all other models. In the test data, 72% of the increased values, 57% of the 

decreased values, and in general, 61% of the directions are correctly predicted. Given that the above 

three criteria are calculated for both test data and training data (there are a total of 6 criteria for each 



Tavakoli et al. 

 

 

 

Vol. 7, Issue 1, (2022) 

 

Advances in Mathematical Finance and Applications  
 

[45] 

 

network), the comparison is a bit difficult. Because each criterion is applicable according to each prob-

lem and condition. Therefore, we use their average to compare different networks. The average predic-

tion criteria, for both the test and training sets, is 64%, which is higher than other models. Figure 2 also 

confirms this conclusion. Table 2 and Figure 3 indicates the predicted price for the next 90 days. Here, 

too, the greatest accuracy is related to the regression capsule with triangular loss, which is an average 

of89 percent correct in predicting the direction of the price. Finally, Table 3 and Figure 4 show the long-

term forecast for the next 180 days, and it is clear that an average of 94% of the data are correctly 

predicted whether they will increase or decrease. 

 

6 Conclusion 

Forecasting financial markets, including the bitcoin, has always been of interest to researchers and in-

vestors. Because machine learning techniques, and especially deep learning, have had some success in 

this area, the use of tools such as ANN, CNN, and LSTM in prediction is very common. With the 

introduction of the capsule network in recent years and its remarkable success on MNIST data, this 

network is being developed on various datasets. Therefore, we also used this network to predict the 

price of bitcoin, with the change that we fist converted the classification network to a regression network 

and then used different information measures as a loss function. We made predictions for both the long-

term and medium-term, and compared the results with powerful networks, which also use different loss 

functions, including MAE, MAPE, Kullback-Leiblerinformation measure (KL), Lin-Wang information 

measure (LW) and Triangular information measure (T). To compare the goodness of prediction, we 

used criteria that are applicable to investors in practice, such as accuracy and precision (Formula 5 to 

7). These criteria are common for comparison of prediction and classification methods[49].Comparing 

the results, it is concluded that the regression capsule network with the triangular loss function has the 

best performance, especially for long-term prediction,so that the correct prediction percentages for the 

test and training data are 62 and 61, respectively, for the next 10 days, 89 and 89 for the next 90 days, 

and 95 and 93 for the next 180 days.On average, considering the total accuracy criteria for both the 

training and test data, in 64% of cases the prediction is correct in predicting the next 10 days. This 

average for the next 90 days is89%, and for the next 180 daysis 94%, which is higher than the other 

competitors.  
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